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1 EXECUTIVE SUMMARY

This MURI center was focused on the development of a rigorous theoretical foundation, and scal-
able analytical tools and paradigms, for construction of networked control for large numbers of
autonomous and semi-autonomous air vehicles. The results have been a substantial body of re-
search accomplishments that are currently having an impact, and can be expected to provide the
long-term foundation and organizing principles for the development of cooperative multi-vehicle ca-
pabilities. This research has specifically targeted the critical reliability and performance issues facing
autonomous vehicle systems operating in highly uncertain environments, and enables vehicles to form
teams, manage information, and coordinate operations including deployment, task allocation and
search. The program concentrated on both the fundamental theory necessary to allow systematic
performance analysis, verification and validation of such systems, as well as the development and
implementation of algorithms and software. Cooperative control of multi-vehicle systems requires
fundamental and coordinated advances in algorithms for control, communications, and computing
to develop systems that are verifiably robust. The research of this MURI center provides required
core algorithms and internal software methodologies, and several transitions of the research have
now occurred (see Appendix B). The activity of the program has impacted the understanding of
large-scale cooperative unmanned aerial vehicle (UAV) systems, providing a basis for major new
technical and operational capabilities, and will more generally enable systematic construction of
large-scale, robust, real-time distributed systems. This MURI program has influenced the directions
pursued by the cooperative control research community at large, and the members of the team
have won numerous major research awards and recognitions during the course of the project (see
Appendix A); a cumulative list of personnel supported is provide in Appendix C.

This project has significant research accomplishments in three primary areas: cooperative de-
ployment and task allocation algorithms; rigorous verification and validation for complex systems;
and information management protocols for cooperative vehicle control. The specific accomplish-
ments have direct application to large-scale multi-UAV systems and we now provide an executive
overview of the research achievements.

Deployment and Task Allocation. A general class of algorithms of primary importance that
has been developed in this program is that focused on independent deployment of air vehicles for
surveillance. The associated algorithms run in real-time on board each vehicle to route them to
optimal locations, and are strongly decentralized, coordinating between vehicles, enabling them to
efficiently deploy throughout a geographic region. More generally, also considered have been the
related goals of coordinated scouting, rendezvous and task or target allocation. A significant feature
of this resecarch, as with all the research of the project, is provable guarantees for the performance
of the algorithms developed.

Significant research accomplishments have been made on deployment and rendezvous in convex
environments. More recent achievements have has focused on non-convex situations, such as encoun-
tered in urban settings or more expansively any environment with obstacles. A specific deployment
problem considered is that where multiple vehicles have the objective of providing full visibility
of the environment, and must do so using a line-of-sight wireless communication scheme; this is a
so-called visibility-based deployment problem. The problem is closely related to many surveillance
and pursuer-evader problems, and the results obtained are adaptive, distributed, asynchronous, and
verifiably correct, and provide very sharp sufficient estimates for the number of vehicles needed to
guarantee that the task be achieved.

Deployment problems are mainly motivated by either surveillance applications, or by scenarios
where vehicles are optimally positioned to service critical, but infrequently occurring, targets. As a
distinct research area, algorithms have been successfully developed for scenarios involving multiple
vehicles and targets, where targets appear frequently and dynamically, modelled by spatio-temporal
Poisson processes. The case where the vehicles have dynamical constraints is considered, and the



objective is to service the stochastically appearing targets in such a way as to minimize the wait times
to servicing. The research is closely retated to the so-called Travelling Repairperson Problem (TRP),
and has produced the best available algorithm for this problem that guarantees performance. Also,
in very novel work discrete resource allocations problems have been considered, using a decentralized
Markov decision process model, where possible targets appear at a fixed known set of points. For
these classes of computationally hard problems we have developed semidefinite relaxations that yield
polynomial-time algorithms which can find control policies that have performance within a small
constant factor of the optimum.

Significant advances have been made to optimal target servicing involving vehicles that have
nonhelonomic constraints. The motivation for the issues considered is that air vehicles, and in par-
ticular UAVs, have limited turning capability and cannot directly reverse their motion. These fea-
tures have been modelled using a Dubins’ vehicle model, and very strong results have been achieved
for minimum-time motion planning and routing problems for such vehicles which are constrained
to move along planar paths of bounded curvature, without reversing direction. Various additional
scenarios of dynamic vehicle routing problems for a group of autonomous vehicles have been studied,
and using novel concepts and algorithms have been solved.

Verification and hybrid systems. The program has produced significant advances in the theory
of hybrid input-output automata (HIOA) and the resulting verification techniques; these techniques
enable off-line automatic verification and validation of safety and liveness of cooperative control
algorithms, such as those discussed in the preceding paragraphs. This HIOA approach combines
ideas from control theory and techniques from input-output automata theory to achieve verification
of cooperative control algorithms. The methods allow complex proofs to be broken down into man-
ageable pieces, and provide rigorous techniques for establishing both safety and liveness properties.
The research has also extended the IOA ideas to probabilistic TOA, which are specifically needed to
allow for systematic and automated reasoning about algorithms that have stochastic components.
A monograph has been published during the project that summarizes many of the above results.
The software company VeroModo was founded during the course of the project to make the above
techniques commercially available in computer-assisted form.

The concept of Virtual Node Layers (VNLayers) for implementing algorithms in distributed ve-
hicle networks has been developed. VNLayers are abstraction layers for simplifying the task of
programming mobile networks, in much the same way virtual machines and high-level programming
languages simplify the task of programming ordinary stand-alone computers. A VNLayer masks
dynamic, unpredictable behavior on part of the underlying sensor network, including node and
communication failures, joining, leaving, and mobility. It produces more robust, easier-to-program,
higher-level network abstraction. Many different varieties of Virtual Node can be defined, satisfying
different assumptions regarding the types of operations they may perform, their knowledge of geog-
raphy and time, their control over the timing of their steps, whether they are stationary or mobile
(and if mobile, how they ave allowed to move), and their failure modes. Several application scenarios
have been explicitly studied illustrating the power of this approach.

Research on formal verification of systems using model checking, a direct computer-assisted ap-
proach, with very large state spaces and uncertainty has been carried out with several significant
accomplishments; the uncertainty in these systems being modelled by probabilistic transitions. Ver-
ifying these systems automatically is a difficult problem, and doing so has been tackled using two
paradigmatic approaches: statistical sampling, and machine learning. A learning bascd model check-
ing algorithm to verify safety properties of general infinite state systems has also been developed.
These ideas have also been extended to model checking general branching time properties expressed
in CTL. Also developed have been learning algorithms for boolean programs, which are sequential,
recursive programs over hoolean variables. The software tool Vesta has been developed to make this
research directly available to practitioners.

(W



Information management for cooperative control. This program has created an information
theory for closed-loop systems, which allows for analysis of the performance implications of packet
networks on control systems. This research is very important because traditional information theory
does not take account of delay, a consideration which is crucial in multi-vehicle and more generally
control systems. This new work is fundamental, showing that the Shannon notion of channel capacity
is ill-suited to feedback tasks, and is having significant influence and impact on the multi-vehicle
research cormnmunity.

This program has made significant contributions to the design of communication protocols with
the robustness and performance constraints required for cooperative multi-vehicle systems. This
includes cooperative routing schemes which take advantage of network layer diversity, and delay
adaptation, to increase network reliability over a wireless network with fading channels. The devel-
oped protocols successfully overcome many of the architectural challenges involved with the software
implementation of multi-path, delay feedback based, probabilistic routing algorithms. Several addi-
tional accomplishments have also been made in the area of performance of mobile wireless networks.

A more detailed account of the technical accomplishments of the Center now follows.

2 MULTI-VEHICLE PEER-TO-PEER DEPLOYMENT
SCENARIOS

One fundamental capability of future networks of autonomous and semi-autonomous vehicles will be
the ability to perform spatially-disiributed sensing tasks including coverage, surveillance, exploration,
target detection, and search. These future mobile and tunable sensor networks will be able to adapt
to changing environments and dynamic situations, will provide guarantecd fault-tolerant quality
of service, and will operate via limited-bandwidth ad-hoc communication links. To achieve these
desirable capabilities, the major objective of this project is the design of multi-vehicle coordination
algorithms that are distributed, asynchronous, adaptive, and verifiably correct.

In this section we describe two types of deployment problems: the first problem is setup in a
convex environment and contains a notion of optimal positioning in locational optimization — the
second problem is housed in a nonconvex environment and generalized to the distributed setting
the classic art-gallerty theorem in computational geometry. The resulting coordination protocols
are based either on distributed descent algorithms and on aggregate utility functions that encode
optimal coverage and sensing policies, or on a combination of distributed information gathering and
useful geometric structures. From a broader perspective, the proposed approach unifies concepts
and methods from systems theory, distributed algorithms, and algorithmic robotics.

2.1 Deployment and Coverage Control for Multi-Vehicle Networks

Here the results obtained in [34, 35, 88, 89] are outlined. The objective of this research is to develop a
complete set of primitives for deployment and motion coordination in multi-vehicle networks. Multi-
vehicle coordination is dealt with in a comprehensive fashion, developing fundamental modeling tools,
metrics for performance analysis, and algorithmic design. In particular, it is of central importance
to design algorithms that will gently scale with the number of vehicles and devices present in the
network. The problems of optimal deployment and coverage are tackled in nuinerous variations.
This class of problem is very broad and the features of specific formulations vary drastically with
the underlying physical assumptions. Critical parameters include:
1. the environment of interest can be two or three dimensional, known or unknown, uniform
or nonuniform (e.g., portions of the environment might be of greater interest), stationary or
non-stationary (e.g., boundaries and nonuniformity may depend on time);
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the deployment objectives can vary depending on the ultimate network objective: examples
include search and exploration, target detection, localization and tracking, wireless communi-
cation coverage, environmental monitoring;

the communication and sensing characteristics of individual vehicle can be uniform or hetero-
geneous (e.g., antennas and sensors can be directional or omni-directional), the vehicle mobility
and dynamics can vary drastically.

w2

Technical approach to deployment and motion coordination

In what follows we illustrate the results we have obtained in some aspects of this broad theme.
The following performance metrics and coordination algorithms are meant to illustrate the proposed
approach and not to restrict our research objectives to any specific setting. The general “bottom-up”
approach is to design basic behaviors, formalize the resulting network niodel through nonlinear and
hybrid systems theory, and prove converge correctness via Lyapunov and invariant theory.

We discuss mainly deployment problems. Here, let @ be a region in R® and let || - || be the
Euclidean distance. Let P = (p1,...,p,) be the location of n agents, each moving in the environ-
ment Q.

2.1.1 Area-coverage deployment

Let ¢ : Q@ — R, play the role of a distribution density function; i.e., ¢ measures how many users
of the communication channel are present, or how important it is to cover a certain region in the
environment Q. Because of noise and loss of resolution, the sensing or communication performance
at point ¢ € @ taken from ith agent at the position p; degrades with the distance ||g—p;||; we describe
this degradation with a monotone (decreasing) function f : Ry — Ro.. In other words, f (|lg — pil|) is
a point-wise quantitative assessment of how poor the sensing/communication performance is. Since
typical agents have limited-range footprint, it is realistic to assume that f (||¢ — pill) is constant
(equally poor) outside the sphere B,.(p;) centered at p; of radius r. As specific example, we let
J g —pill) equals 1 if ¢ is inside the sphere B,.(p;) \a‘nd 0 otherwise. This performance function
leads to the following interpretation: the agent ¢ provides equally good sensing/communication
coverage over all points in its sphere of influence.

In a first approximation, let us assume that each individual agent is uniquely responsible for
wireless coverage and measurements taken over a region to be determined. Let W = {Wy, ..., Wy}
be a collection of 7 regions with disjoint interiors whose union is ); we call YW a partition of Q
and W; the dominance region of agent i. Consider the coverage performance metric H(P,W) =
Siet fv, f(la = pill)dg(q). The function H is to be maximized with respect to the agents location
P and to the assignment of the dominance regions W. One can casily see that, at fixed locations
(P1,-..,pn), the optintal partition is the Voronoi partition V(P) = {V,,...,V,} defined by V; =
{9€ Q] llg—wll €lla—wjll, Yi#4}. Therefore, an equivalent expression of optimal coverage is
H(P.V(P))=FE [rm\.x/,;e{ll_._,.,,‘} T({lg = p,<||)}. Remarkably, one can show that

s even = [ [ g = il o),

i JvinB.(m) 9P

and deduce the following critical property: the gradient of H is decentralized in the sense that it
can be computed with information localized to each individual sphere of influence and Voronoi cell.
Closed-form expressions for this partial derivative can be computed under various assumptions on
the shape of f.

[Algorithm design] Finally, we design a deployment algorithm under the assumption that each
agent location obeys a first order dynamical behavior described by p; = u;. Set u; = %(P, V(P)) -
pi, where V(P) = {Vi, ..., V,} is continuously updated in a decentralized computation. This closed-
loop system is a gradient How for the cost function H so that performance is indeed locally, contin-
uously optimized. The coverage optimnization function H is a Lyapunov function and the group of



mobile agents is guaranteed to converge to a local maximum of H. Tig. 1 illustrates the performance
of this coordination algorithm when Q is a 2D convex polygon.

initial configuration decentralized gradient descent final configuration

Figure 1: Area-coverage deployinent for 16 agents; the region of interest is characterized by a density function equal
to the sum of Gaussians. The left (resp. right) figure contains the contour plot of the density function, the initial
(resp. final) position of the agents, the agents’ sphere of influence and Voronoi partitions. The central figure illustrates
the joint motion.

2.1.2 Deployment for maximum detection likelihood

Next, we describe a second formulation of deployment with a different network objective. We consider
n mobile devices equipped with acoustic sensors attempting to detect, identify, and localize a sound-
source (we could similarly envision antennas detecting RF signals, or chemical sensors localizing a
source). For a variety of criteria, when the source emits a known signal and the noise is Gaussian, we
know that (1) the optimal detection algorithm involves a matched filter; (2) detection performance
is a function of signal-to-noise-ratio; and, in turn,(3) signal-to-noise ratio is inversely proportional to
the sensor-source distance. The goal is to deploy the agents and optimize their location to maximize
the detection probability.

Recall that, the circumcircle of a given polygon is the smallest circle enclosing the polygon;
circumradius and circumcenter and radius and center of the circumcircle, respectively. Given this
notion, we introduce the following simple algorithm. If each agent moves toward the circumcenter of
its Voronoi cell, then, as a function of time, the detection likelihood is inversely proportional to the
circumradius of each agent’s Voronoi cell, and the detection likelihood is monotonically increasing,
see Fig. 2.

initial configuration decentralized gradient descent final configuration

Figure 2: Deployment of 16 agents for maximum likeliliood detection. The left (resp. right) figure contains
the initial (resp. final) position of the agents, and the Voronoi partitions and circuncircles of each agent.

The fundamental reason this behavior is correct is the existence of an appropriate Lyapunov
function, with respect to which the given behavior is dissipative. It turns out that, as a function of



the agents’ position, an appropriate cost function is the maximum of the radiuses of disks centered
at each agent’s position and covering each agent Voronoi cell.

2.2 Visibility-based Deployment in Nonconvex Environments

In this section we review the results obtained in [48, 49, 50] on a deployment problem for robots in
nonconvex environments. We consider a group of robotic agents modeled as point masses, moving
in a simple nonconvex polygonal environment, Q. Each agent has a unique identifier UID, say 1.
Let p; refer to the position of agent 4. Each agent is equipped with an omnidirectional line-of-sight
range sensor. Thus, the agent can sense its star-shaped visibility set V(p;). It can communicate
with any other agent within line-of-sight.

Asynchronous networks of visually-guided agents

Each agent has access to some memory M;. An agent ¢ can broadcast its UID together with its
memory contents to all agents inside its communication region. Such a broadcast is denoted by
BROADCAST; (i, M;). Tt can also receive broadcasts from other agents. We also assume that there
is a bounded time delay, 6 > 0, between a broadcast and the corresponding reception. Each agent
repeatedly performs the following sequence of actions between any two wake-up instants, say instants
1} and T}, for agent

1. SPEAK, that is, send a BROADCAST repeatedly at times T} + kd, where k € Ny, until it

starts moving;

. LISTEN during the time interval [1}, T} + A}), for A} > §;
3. PROCESS and LISTEN during the interval [17 + A8, 17 + A} + p}), for p} > 0;
4. MOVE during the time interval [Tf + )\f + pf, Tli-}-'l)‘

[\

Agent 4, in the MOVE state, is capable of moving at any time ¢ € [T} + A} + p}, T/, ;) according
to
pi(t + At) = pi(t) + g,

where the control is bounded in magnitude by 1. The control action depends on time, on the
memory M; (1), and on the information obtained from communication and sensing. The subsequent
wake-up instant Tii-|-1 is the tiine when the agent stops performing the MOVE action and it is not
predetermined.

Given this model, the goal is to design a provably correct discrete-time algorithm which ensures
that the agents converge to locations such that each point of the environment is visible to at least
one agent. This is the visibility-based deployment problemn for visually-guided agents.

The vertex-induced partition and tree The first step in the algorithm is to partition the
environment into star-shaped polygons and construct a graph to represent the partition.

We will need the following notation. If p is a point in the polygon @, we let V(p) denote the
set of visible points from p. A set S is star shaped if there exists p € S such that S C V(p); if S'is
star shaped, we let ker(S) be its kernel, i.e., the set of points k£ € § such that S C V(k). Finally, a
diagonal of a nonconvex polygon Q is a segment inside () connecting two vertices of @ (and therefore
splitting @ into two polygons). A vertex of a polygon @ is nonconvexr when the internal angle is
greater than .

Given a nonconvex polygon @ without holes and a vertex s of it, we compute a list {1,..., Pm}
of star-shaped polygons composing a partition of @ and a list {k1,...,k,.} of kernel points for each
star-shaped polyzon { Py, ..., P,}. The computation of these quantities is discussed in the following
algorithm and is illustrated in Figure 3.
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Figure 3: Computation of the vertex-induced partition and tree in 5 steps

Vertex-Induced Partition and Tree Algorithm

1: set ky = s, and collect all vertices of Q) visible from /4 (see Fig. 3(1))
2: let P} be the polygon determined by these vertices (by definition k1 € ker(#1)) (see Fig. 3(2))
3: identify the edges of Py that are diagonals of @; call them gaps. For all gaps, (see Fig. 3(3))
place a new point, say ko, across the gap at a new vertex of @ such that ko
sees the gap.
4: vepeat last three steps for new point ko, until all gaps have been crossed. (see Fig. 3(4))
5: define edges starting from s going to all kernel points and crossing all edges. (sce Fig. 3(5))

We refer to the list {P,..., P, } computed in the algorithm as the vertez-induced partition. The
algorithm computes not only the partition and a list of kernel points, but also a collection of edges
connecting the kernel points. In other words, we also computed a directed graph, the vertez-induced
tree, denoted by G (s): the nodes of this directed graph are {kq, ..., k,,} and an edge exists between
any two vertices k;, k; if and only if P; N P; is a diagonal of Q. Note that k1 = s; we refer to this
node as the root of Go(s). We now state some important properties of the vertex-induced tree.

Proposition 1. Gien a polygon Q without holes and a vertex s, the following statements hold:
1. the dirvected graph Gg(s) is a rooted tree;
2. the mazimum number of nodes in the vertez-induced tree is less than or equal to | %], wheren
is the number of vertices in Q.

It is clear from the coustruction of the vertex-induced tree that if we design a distributed algo-
rithim to place agents on each node of the tree, then we will have solved the art-gallery deployment
problem. In other words, the vertex-induced tree has been defined here in a centralized manner,
but visually-guided agents will be able to explore it and compute it in an incremental distributed
manner. This is the subject of the next subsections.

Local node-to-node navigation algorithms Note that by virtue of the constructions in the
previous section, we have converted the original problem into a graph “navigation and deployment”
problem. We now informally describe a distributed algorithm to cover the nodes of a given tree by
means of local sensing and with limited communication and memory.

We begin with algorithms to plan paths between neighboring nodes of the vertex-induced tree.
In a rvooted tree, every neighbor of a node is either a child or the parent. Therefore, we present two
simple informal descriptions.

Move-to-Child Algorithm
1: compute the mid-point of the gap between the node and the child
2: go to the mid-point
3: compute the nearest vertex from which the entire gap is visible and which is across the gap
4: go to that vertex

10



Move-to-Parent Algorithm
1: compute the shortest path between the node and the parent
2: go to the nonconvex vertex which is a part of the shortest path
3: from the nonconvex vertex, go to the vertex representing the parent node

Figure 4 shows paths between parents and children as computed by the previous two algorithms.
It is easy to see that navigation is very simple if sufficient information is available to the agents. We
address this aspect in the next subsection.

Figure 4: Left figure: a vertex-induced tree and partition in a prototypical floor-plan. Center and
right figure: the planned paths “from node to parent” and “from node to children,” respectively.

Distributed information processing From the previous discussion we know that the following
information must be available to an agent to properly navigate from node to node. If the node is
executing the Move-to-Child Algorithm, then it needs to know what gap to visit, i.e., what child
to visit. If the node is executing the Move-to-Parent Algorithm, then it needs to know where the
parent node is located and what gap leads to it.

This geographic information is gathered and managed by the agents via the following state
transition laws and communication protocols. At this time we make full use of the computation,
communication and sensing abilities of visually-guided agents mentioned in the modeling discussion.

1. The memory content M of each agent is a quadruple of points in @ labeled {pparent, Plast, 91, 92}
All four values are initialized to the initial location of the agent. These values are broadcast
together with the agent’s UID during the SPEAK action.

During run time, M is updated to acquire and maintain the following meaning: pparent is the parent
kernel point to the current agent’s position, plag is the last node visited by the agent, and (g1, g2)
is the diagonal shared between the current cell and the parent cell, i.e., the gap toward the parent
node. This is accomplished as follows:

2. After an agent moves from a kernel point kpareus t0 a child kernel point Aenng through a

gap described by two vertices v’,v”, its memory M is updated as follows: pparent = Kparents
’ — /

Plast = kp.'u'cnl. and (91,!]2) = (vla v I)'

After an agent moves from a kernel point kepila to the parent kernel point kj.icne, 1ts memory

M is updated as follows: first, plas = kenita and second, the agent acquires updated values of

{pmmm’, ¢1: g2} by listening to incoming messages.

Bad

11



Global exploration and deployment algorithms At this time, we have all the elements nec-
essary to present a global navigation algorithm that leads the agents to deploy themselves over the
nodes of the vertex-induced tree.

Depth-First Navigation Algorithm
All agents are initially located at root s
During each PROCESS action, each agent executes:
Find maximum UID received during the LISTEN action
If this UID is less than its own UID
then stay at current kernel point
clse
5. If there are no children of the present kernel point
6 then Move-to-Parent Algorithm towards pparenc vVia {g1,92}
7. else
8 Order the children in a suitable way
9:  If pas In memory is the parent of the present node,
then Move-to-Child Algorithm towards the first child in the ordering
10;  If the last node visited is a child that is not the last in the ordering,
then Move-to-Child Algorithm towards next child in the ordering
11:  If the last node visited is a child that is the last in the ordering,
then Move-to-Parent Algorithm towards pparens Via {01, 92}

Ll S

Note that the instruction 5: through 11: in Depth-First Navigation Algorithm essentially
amount to a depth-first graph search. Alternatively, it is fairly easy to design (1) breadth-first search
algorithms, or (2) randomized graph search algorithms, where the nodes select their motion among
equally likely children/parent decisions.

The following Figures 5 and 6 show the results of the simulations of the depth-first search and
randomized search algorithms respectively. The nodes of the vertex-induced tree of the environment
in the simulations are precisely the locations where the agents in Figure 5 are located at the end of
the simulation. In Figure 6, there are more agents than the number of nodes in the vertex-induced
tree. Hence, the extra agents keep exploring the graph without coming to rest.

(I8 A iy 8 R
ﬂw%ij$WTﬂ il

Figure 5: Fromn left to right, evolution of a network implementing depth-first search. The number
of vertices of the environment is n = 46 and the number of agents is N =13 < [4—?] Each point of
the environment is visible at the end of the simulation.

Run time analysis  According to the Move-to-Child Algorithm and Move-to-Parent Algorithm,
the path from a node to its parent is shorter than the path from the parent to the node. Given a
polygon Q without holes and a vertex s, we define the following lengths: For each edge (kj, ki) of
Go(s), let drora(kj, ki) and diack(e;) denote the path length from k; to the parent k; and from k; to
its child k;, respectively. The forward and backward lengths of Go(s) are defined by

Liwa(Go(s)) = Y. droale); Loac(Go() = Y. duacl(e),

c€ cdges of Go(s) e€ cdges of Ga(s)
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Figure 6: From left to right, evolution of a network implementing randomized search. While the
polygon is the same as above and therefore the vertex-induced tree still has only 13 nodes, the
number of agents is 15; after each node of the tree is populated, the 2 extra agents continue to
explore the vertex-induced tree.

respectively. This discussion is now summarized in the following proposition.

Proposition 2 (Run Time Analysis). Given a polygon without holes @, assume that N visually-
quided ocgents begin their motion from a verter s of Q. Assume @ has n vertices and the vertez-
induced tree Go(s) has m < |n/2] nodes. The following statements hold:

1. In finite time there will be at least one agent on min{m, N} nodes of Gg(s).

2. IfN > |n/2], then the art-gallery deployment problem is solved in finite time by the Depth-First
Navigation Algorithm.

3. If there exist bounds Apax and pmax Such that /\f(fe/\“mx and pf@epmax for all i and l, then

*
t ee,rmot.ion + 7:10(1057

where 7:not.ionﬂ'c2([:fonl(gQ(s)) +Lback(gQ(s)) —Hlillee edyes of Gq(s) dback(e)) and 7;1odcsee2(7n_
1)(/\nmx + /)nmx)»

3 DYNAMIC MULTI-VEHICLE ROUTING

Motion coordination strategies for groups of autonomous robots is an area of research with broad
civilian and military applications. In this project we were concerned with the gencration of efficient
cooperative strategies for several mobile agents to move through a certain number of given target
points, possibly avoiding obstacles or threats. Trajectory efficiency in these cases is understood in
terms of cost for the agents: in other words, efficient trajectories minimize the total path length,
the time needed to complete the task, or the fuel/energy expenditure. In the classical setup, targets
locations are known and an assignment strategy is sought that maximizes the global success rate.

During the course of the program, we have considered a class of cooperative motion coordination
problems, to which we can refer to as dynamic vehicle routing, in which service requests are not
known a priori, but are dynamically generated over time by a stochastic process in a geographic
region of interest. Specifically, we focus our interest on the Dynamic Traveling Repairperson Problem
(DTRP). The m-vehicle DTRP was first studied in {6]. The prototypical problem setup is as follows.
Let the environment @ be a convex, compact set. Consider m identical vehicles which move with
bounded speed. Information on outstanding targets at time ¢ is summarized as a finite set of target
positions /(t) C Q. Targets are generated, and inserted into ), according to a time-invariant
spatio-temporal Poisson process, with time intensity A and some known spatial density. Servicing
of a target and its removal from the set D is achieved when one of the vehicles moves to the target
location. The objective of the m-DTRP is to minimize the steady-state system time, i.¢., the average
time that a target has to wait from when it is generated to when it is serviced. Centralized policies
were proposed in [6] for the light load (A — 0%) and the heavy load case (A — --co0) which are
within a constant factor of the optimal.
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3.1 Dynamic Traveling Repairperson Problem: Decentralized Policies

In [dd] we proposed decentralized algorithms for these vehicle routing problems. We first designed
an optimal policy for the single vehicle, which we call the SINGLE-VEHICLE RECEDING HORIZON
MEDIAN/TSP (sRH) Poricy. The policy can be described as follows.

While D is empty, move towards the median of @, if not already at it. Let ETSP(D) be the
length of the shortest tour as given by the Euclidean Traveling Salesperson Problem (ETSP) over
D. While D is not empty, do the following: (i) for a given 1 € {0,1], find a path that maximizes
the number of targets reached within 7 = max{diam(Q), ETSP(D)} time units; (ii) scrvice from the
current location this optimal fragment. Repeat.

This policy was shown to be asymptotically optimal in the light load case and within a con-
stant factor of the optimal for the heavy load case. The sRH policy was combined with distributed
algorithms for locational optimization to give the MULTIPLE-VEHICLE RECEDING HORIZON ME-
DIAN/TSP (MRH) PoLicy. The policy works as follows.

For all i € {1,...,m}, the i-th vehicle computes its Voronoi cell V; and executes the sRH policy
in V; with the single following modification. While the vehicle is servicing targets in an optimal
fragment of D NV;, it will short cut all targets already serviced by other vehicles.

This policy was shown to be locally asymptotically optimal in the light load case, and simulation
results suggest that the mRIH policy achieves the same performance of the best known centralized
policy.

In [3], we proposed control strategies that, while making minimal or no assumptions on com-
munications between vehicles, provide the same level of steady-state performance achieved by the
decentralized strategies described above. In other words, we demonstrated that inter-agent commu-
nication does nol improve the elficiency of such systems, but merely aflects the rate of convergence
to the steady state. Furthermore, the proposed strategies do not rely on the knowledge of the details
of the underlying stochastic process. We also showed that our proposed strategics provide an effi-
cient, pure Nash equilibrium in a game theoretic formulation of the problem, in which each agent’s
objective is to maximize the number of targets it visits.

3.2 The Dubins Traveling Salesperson Problem (DTSP)

Inspired by many applications of the emergent Unmanned Air Vehicle (UAV) technology, we have
investigated a novel class of combinatorial motion planning problems for certain classes of vehicles.
One such model is the Dubins model which is a widely accepted kinematic model for fixed-wing
aircrafts. A Dubins vehicle is a nonholonomic vehicle that is constrained to move along paths of
bounded curvature without reversing direction. We have developed some novel tools and algorithms
for optimal motion planning problems for the Dubins vehicle required to visit collections of points in
the plane, where the vehicle is said to visit a region in the plane if the vehicle goes to that region and
passcs through it. The objective is to find the shortest path for such vehicle through a given set of
taroet points; we refer to the corresponding problem as the Dubins Traveling Salesperson Problem
(DTSP).

The literature on the Dubins vehicle and the TSP is very rich and includes contributions from
rescarchers in multiple disciplines. However, unlike other variations of the TSP, the Dubins TSP
cannot be formulated as a problem on a finite-dimensional graph, thus preventing the use of well-
established tools in combinatorial optimization.

The DTSP was introduced in our early work [135], where a constant-factor approximation algo-
rithm for the worst-case setting of the DTSP was proposed. In [131], we introduced the stochastic
DTSP and gave the first algorithm yielding, with high probability, a solution with a cost upper
bounded by a strictly sub-linear function of the number n of target points. Specifically, it was
shown that the lower hound on the stochastic DTSP was of order n%/3 and that our algorithm per-
formed asymptotically within a (logn)'/? factor to this lower bound with high probability. In [136]



we designed the first algorithm that asymptotically achieves a constant factor approximation to the
stochastic DTSP with high probability. These results were summarized in {137] and {130].

3.2.1 From the Euclidean to the Dubins TSP

Let p > 0 be the minimum turning radius for the Dubins vehicle and let DTSP,(P) denote the cost
of the Dubins TSP over a point set P, i.e., the length of the shortest closed Dubins path through
all points in P with minimum turning radius p.

One key objective that we addressed was the design of algorithms that provide a provably good
approximation to the optimal solution of the Dubins TSP. To establish what a “good approximation”
might Le, we summarize what is known about the ETSP. The ETSP is of upper and lower order
V1 as the number of targets m grows, both in the worst case and the stochastic case. Motivated
by the Buclidean case, we showed that the DTSP grows with n in the worst case and with n2/3
in the stochastic case {(as both lower and upper bounds). Most importantly, we proposed novel
algorithms for the DTSP in the worst-case and stochastic settings, whose performances are within
a constant factor of the optimal solution in the asymptotic limit as n — +oco. TFinally, we showed
the implications of these results in the DTRP for the Dubins vehicle.

3.2.2 The DTSP in the worst case

DTSP lower bound : We first gave a lower bound on DTSP,(/?) in the worst case. For all p >0
and 1 > 2, we construct in [135] point sets P of n “arbitrarily close” points such that the DTSP in
the worst case grows at least linearly in n.

The Alternating Algorithm : Next, we proposed the ALTERNATING ALGORITHA [135] for the
DTSP. The underlying principles of the algorithm are the following two observations. TVirst a solution
for the DTSP consists of determining the order in which the Dubins vehicle visits the given set of
points, and assigning headings for the Dubins vehicle at the points. Second, an approximation for
the opiimal ordering can be computed by computing an optimal ETSP tour of 2. To determine the
headings, we use the following alternating heuristics:

t: (aq,...,a,) := optimal ETSP ordering of F

2: @, ;= orientation of segment from a; to a»
3: ForR 1 € {2,...,n—1}, po

IF 4 is even, THEN ; :=;_1, ELSE ; := orientation of segment from a; to a;4)
4: IF 1. is even, THEN v, :=,_|, ELSE 4, = orientation of segment from «, to a

5: return the sequence of configurations {(as,%i)}ieq1,... u)-
We illustrate a sample output of this algorithm in the following figures: the left figure is an ETSP
solution, the vight ficure is a Dubins solution generated by the ALTERNATING ALGORITHM.

Analysis of the Alternating Algorithm and DTSP upper bound First, the length of the
DTSP in the worst case is upper bounded by the length of ALTERNATING ALGORITIIM tour and



hence DTSP,(P) < ETSP(P) + & [%] mp, where x =~ 2.6575. This statement and thc lower bound

together imply that the DTSP in the worst case grows linearly in ». Additionally, we showed that, in
K

the worst case, the ALTERNATING ALGORITHM performance is within a 5 factor from the optimum

as n — 400 and within a (1 + —2—) factor from the optimum if the minimal inter-target distance is
U

greater than np, for some n > 0.

3.2.3 The Stochastic DTSP

Next, we considered a stochastic rather than adversarial placement of the target points. Analo-
gously to the previous discussion, we present a combined design and analysis results (under this
new stochasticity assumption). We studied this problem for a rectangular Q without any loss of
generality.

Lower bound In [39], we provided the following lower bound for the stochastic DTSP. For all
p > 0, the expected cost of the DTSP for a set /” of 1. uniformly-randomly-generated points in a
rectangle of width V¥ and height H satisfies lim,— o0 H%:((ﬂ > %\3/3pI/VH. This bound implies
that the stochastic DTSP grows at least with 12/,

A basic geometric construction The key tool in our algorithm design is the following geo-
metric object. Consider two points p_ and p. on the plane, with € = ||py+ — p_|l20.4p, and let
B,(¢) denote the blue region detailed in the figure; we refer to such a region as a bead of length £.
The region B,(£) enjoys the following properties:

1. its maximum height and its area can be eas- S NS N
. 3 / /
ily computed and are of order €% and £ as ! X N

.}. 1 . VY . 1
£— 0", ' e N e \
\ i Vi i /

2. for any p € B,(f), there is a Dubins path \ " X /
through the points {p_,p, p4}, entirely con- S DN 7
tained within B,(#), whose length is at most Tes- '/’\Bp_(f;\‘\: e
of order ¢, / *

I’ ¢ i
. . . . i : '
3. the plane can be periodically tiled by identi- ' - !
. o . \ /
cal copies of 13,(€), for £ €]0,4p)]. \ K
" v
. -
The Recursive Bead-Tiling Algorithm  The Seeeao- -
algorithm [136] consists of a sequence of phases; The bead 5,(¢). The figurc shows hiow to define the upper
during each phase, a Dubins tour (i.e., a closed half of the boundary, the bottom half is symmctric.

path with bounded curvature) is constructed that “sweeps” the rectangle @. We begin by considering
a tiling ol the plane aligned with the rectangle and such that the area of the bead B,(£)) is W H/(2n).
In the first phase of the algorithm, a Dubins tour is computed with the following properties:

1. it visits all non-empty beads once,

2. it visits all rows in sequence top-to-down, alternating between left-to-right and right-to-left
passes, and visiting all non-empty beads in a row,

3. when visiting a non-empty bead, it services at least one target in it.

In order to visit the targets outstanding after the first phase, a second phase is initiated. Instead of
considering single beads, we now consider “meta-beads” composed of two beads cach and proceed
in a way similar to the first phase, i.e., a Dubins tour is constructed with the following properties:
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1. it visits all non-empty meta-beads once,

it visits all (meta-bead) rows in sequence top-to-down, alternating between left-to-right and
right-to-leflt passes, and visiting all non-empty meta-beads in a row,

]

3. when visiting a non-empty meta-bead, it services at least one target in it.

The first, second and third phase are shown in the following figure.
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This process is iterated [logy n] times, and at each phase, meta-beads composed of two neighboring
meta-beads from the previous phase are considered; in other words, the meta-beads at the i*" phase
are composed of 271 neighboring beads. After the last recursive phase, the leftover targets are
visited using the ALTERNATING ALGORITHM in what we call the final phase.

Analysis of the algorithm We first proved a key result which states that the number of out-
standing targets after the execution of the [log, n] recursive phases of the RECURSIVE BEAD-TILING
ALGORITHM is less than 24logyn with probability one. If Lypta,,(P) denotes the length of the
Dubins path computed by the RECURSIVE BEAD-TILING ALGORITHM for a uniformly randomly
generated set P of n points in a rectangle of width W and height H, then with probability one
lim,, — oo "—‘”,1,%"(—')) 0,24 Y pWH (1 + grrnﬂ,) This statement and the lower bound together imply
that the stochastic DTSP grows with n%/3. Additionally, in the stochastic setting the RIECURSIVE
i . - 7 .
BeAD-TILING ALGORITHM performs within a  (32/ 3@)(1 + 37."%> factor from the optimum as
n — -+oo. The computational complexity of the RECURSIVE BEAD-TILING ALGORITHM is of order
n and, therefore, the algorithm is easily implementable; in fact, we can compute Dubins tours for

thousands of targets in less than a minute.

3.3 The DTRP for Dubins vehicles under heavy load

Here we describe program accomplishments en the Dynamic Traveling Repairperson Problem (DTRP)
for the Dubins vehicle. In this section, we consider the case of heavy load, i.e., the problem as the
time intensity A — +o0.

DTRP lower hound We begin with the following lower bound result [39]. For any p > 0, the
system time Tprrp lor the DTRP in a rectangle of width W and height [ satisfies limy_. .00 ID/{EBE >
%%pWH. This result implies that the system time for the Dubins vehicle depends quadratically on

the time intensity A, whereas in the Euclidean case it depends only linearly on it, c.g., see [6].
The Bead Tiling Algorithm  The strategy consists of the following steps:

; . 717 ~1
1: Tile the plane with beads of length (:= min{Cpra/A 4p}, Cpra = '—)—l/ﬁ (1+ %w-v%)
2: Traverse all non-empty beads once, visiting one target per bead; Repeat.
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We prove that, for any p > 0 and A > 0, the BEAD-TILING ALGORITHM is a stable policy for
the DTRP and the resulting system time Ta satisfies limy_ 4o l]f\—.“_éAEe7O.5464 pW Il (1 + %w-v%)s.
Hence, the DTRP for Dubins vehicle grows with A?. Additionally, the BEAD-TILING ALGORITHM
performs within a constant factor from the optimum as A — +oc0. While this result confirms that the
our algorithm is successful to solve DTRP with stochastically generated targets, herc is a negative
result: there exists no stable policy for the DTRP when the targets are generated in an adversarial
worst-case fashion with A > (7p) ™.

Direct applications to the multi-vehicle DTRP We deal with the multiplc-vchicle case in
[41] where we suggest the following strategy in the case in which mm Dubins vehicles are available.
Divide the region into m strips of width W' = W and height H' = H/m, and assign one vehicle
to cach strip. If each vehicle executes the BEAD-TILING ALGORITHM within its own strip, the
system time can be computed as imy_ oo %6670.54643:',"‘# (1+ %71'3%)3 It is interesting to note
that the system time decreases with the cube of the number of vehicles. This provides a very strong
motivation for the use of large-scale groups of mobile vehicles, especially when differential constraints
such as bounded curvature play an important role.

3.4 The TSP and DTRP for other vehicle models

The novel tools developed for Dubins vehicle have been extended to solve similar problems for other
vehicle models. Our work in [134] completed the generalization of the known combinatorial results on
the ETSP and D'TRP (applicable to systems with single integrator dynamics) to double integrators
and Dubins vehicle models. It is interesting to compare our results with the setting where the
vehicle is modeled by a single integrator; this setting corresponds to the so-called Iuclidean case in
combinatorial optimization. In the following table the single integrator results in the first column
are taken from [148, 6]; the other results are novel and taken from our work.

Single Double Dubins
integrator | integrator vehicle
Min. time for | ©(nl=¥) Qnl=7), e(n)
TSP tour O(n'=21) | (d=2,3)
(worst-case)
Exp. min. time | ©(n'~%) | O(n'~m1) O(n!~mT)
for TSP tour w.h.p. w.h.p.
{stochastic) (id=2,3) (d=2,3)
System time TN | e\ -y | o(\2d-D)
for DTRP (d=2) (d=2,3) (d=2,3)
(heavy load)

Finally, TSP and DTRP problems for Reeds Shepp cars and differential drive robots were con-
sidered in [40].

3.5

Scheduling Multiple Vehicles Dynamically and Bandit Problems

Dynamic multi-vehicle scheduling has also been considered using a related approach, where the
goal is to dynamically schedule M vehicles to visit N targets and collect “rewards”. We build
on the techniques developed for the multi-armed bandit problem (MABP) and its cxtension, the
restless bandits problem (RBP), to construct scalable policies and efficiently computable performance
bounds. Two extensions of these models were considered, which are particularly relevant to the type
of missions executed by autonomous vehicles: enviromment with imperfect information, and the
acldition of switching costs for traveling between targets.
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Assume that the N targets are two-state Markov Chains evolving independently according to
known and distinct transition probability matrices. When an agent explores site «, it can observe its
state without measurement error, and obtain a reward R if the site is in the first statc. Here, there
is no cost for moving the agents between the sites. We want to determine how we should allocate
the agents at each time period. It is shown in [65] that the greedy policy which consists in observing
the A7 sites with maximum expected immediate reward is not optimal. In other words, there is a
value for the information gained when observing sites which might not be in the first state. We
formulated the problem as a particular case of the restless bandits problem, although with partial
information, and proposed an alternative index policy following the ideas of Whittle [175]. We gave
a closed form expression for the indices of this problem, which moreover can be computed separately
for cach target. The resulting policy chooscs to visit the A sites with greatest indices and can
therefore scale extremely well with the size of the problem. Tinally, we can efliciently compute a
performance bound for problems with up to N = 3000 sites and M = N/20 vehicles.

The addition of a path planning component, via the introduction of switching costs representing
travel distances between the sites, complicates the problem significantly. Indeed, with this modifica-
tion the nice separable structure of the MABP is lost and one cannot design index policies based on
individual sites independently. In [63, 64, G7], we propose a linear programming relaxation for this
problem (with perfect information, but more complicated dynamics than in the partial information
case above), which can he computed in polynomial tiine and provides:

o an upper bound on the achievable performance

o an approximation of the reward-to-go which can be used in approximate dynamic program-
ming.

The computation of the one-step lookahead policy using the approximate reward-to-go consists sim-
ply in solving at each period a linear assignment problem. The relaxation needs to be computed only
once offline. This can be done for 30 sites in about 20 minutes on a standard desktop. independently
of the number of vehicles. Txperimental results showed a gap of typically less than 15% between
the performance bound and the proposed policy.

3.6 Risk-Sensitive Multi-Agent Systems

In recent work the impact of the number of agents on the performance of a system that is risk-sensitive
has been considered. In particular, in [68] a tracking problem is considered with a randomly moving
evader and 7n pursuers, which can obtain noisy measurements of their respective separation from the
evader. The problem formulation is in the linear exponential quadratic Gaussian (LIEQG) framework;
i.e., using a risk-sensitive performance measure. We demonstrated through simulation and analysis
that the threshold risk parameter above which the performance per agent becomes infinite increases
with the number of agents, or in other words, that a minimum number of agents is necessary for
the risk sensitive LEQG tracking problem to have a solution. We believe that additional work on
the asymptotics and moderate n regime would lead to a better understanding of the impact of the
number of agents on the performance of multi vehicle autonomous systems.

4 CONTROL WITH NETWORK GRAPH CONSTRAINTS

The program has had major research accomplishments on the theory of optimal decentralized control,
where information passing between agents is specified by a graph structure. Much of conventional
controls analysis assumes in contrast that the controllers to be designed all have access to the same
measurements. However, with the advent of complex systems, decentralized control has become
central, becanse there are muliipte controllers each with access lo different information. léxamples of
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such systems include autonomous automobiles on the freeway, the power distribution grid, spacecraft
moving in formation, paper machining, in additional to aerial-vehicle networks.

4.1 Multiplayer Games

Onec of the pervasive goals of this MURI program has deep exploration of the strong links between
traditionally diverse areas such as robustness analysis, protocol design and verification, and cooper-
ative control. Even though these fields have been developed independently by different communities,
there arc cnough conceptual siniilarities between them to make possible a useful synthesis of the
techniques. In all these cases, the main conceptual objective is to guarantee that a clearly defined
set of “bad behaviors” is avoided. For example, in the case of robustness analysis of linear systems,
that sct can correspond to a particular combination of uncertain parameters producing an unstable
closed-loop behavior, where the signal values diverge to infinity. Tn protocol verification the bad
behavior can be associated, for instance, to a deadlock condition. Tn motion coordination, this could
correspond to a multi-robot collision.

We have been, and continue to be, particularly interested in adversarial situations, wheve there
are scveral decision makers with possibly conflicting objectives. These situations can be profitably
analyzed within the framework of game theory. The objective here is to characterize the optimal
strategies of the decision makers. Game theory subsumes many aspects of optimization, since that
situation corresponds to the case of a single decision maker. We are mainly interesicd in classes of
games where the decision makers have an infinite number of pure strategies to choose {from (they can
also randomize over this choice). Typical examples of these situations are pursuit-cvasion games,
and resource allocation in networking. In many games, optimality of the strategics may be too
difficult a goal to achieve, and instead we may want to settle for solutions that are “good enough.”

Generally, the eflective certification of this kind of properties (optimality, safety, robustness, etc)
is very prohlem dependent. In the cases where the underlying constraints and dynamics of the
system are described using polynomials, this opens up the door to using algebraic methods for the
eflicient verilication and certification. The exciting part is that the search for short proof certificates
can be carried out in an algorithmic way. This is achieved by coupling efficient optimization methods
and powerful theorems in semialgebraic geometry. For practical reasons, we are only be interested
in" the cases where we can find short proofs, i.e., those that can be verified in polynomial time. A
priori, there are no guarantees that a given problem has a short proof. However, in general we can
find short, proofs that provide useful information: for instance, in the case of optimization problems,
this procedure provides lower bounds on the value of the optimal solution.

In the case of polynomials, the central piece of the puzzle is the key role played by sums of
squares decompositions. The principal numerical tool used in the search for certificales is semidefi-
nile programming, a broad generalization of linear and convex quadratic optimization. Semidefinite
programs, also known as Linear Matrix Inequalities (LMI) methods, are convex optimization prob-
lems, and correspond to the particular case of the convex set being the intersection of an affine
fainily of matrices and the positive semidefinite cone. It is well known that semidefinite programs
can be cfficiently solved both theoretically and in practice.

Building upon the powerful methods from convex optimization (in particular, sum of squares
and semidefinite programming), we have provided novel, effective and efficient solutions to a wide
variety of continuous games. Starting with our initial work on minimax equilibria for two-player
zero-stin games, we have also analyzed stochastic games, as well as Aumann’s celebrated notion of
corrclated equilibria for the case of multiplayer games.

4.1.1 Polynomial and semialgebraic games

As part of this MURI, the following conference publications {107, 149, 144, 102] have been completed.
Journal versions of several of these have been submitted, or are currently under preparation. We




discuss them in more detail below.

o Polynomial games [107]: A ubiquitous mathematical model of adversarial situations is given by
two-person zero-sum games. Usually, these are modeled through finite bimatrix games, where
each player has access to finitely many pure strategies. However, in many situations (e.g.,
pursuit-evasion games, power/rate allocation) it is often the case that there is a continuum
of possible strategies for each player. In this work, we initiated the study of zero-sum games
where the payoft function is a polynomial expression in the actions of the players. This class
of games (“polynomial games”) was originally introduced by Dresher, Karlin, and Shapley in
1950, in their pioneering work in the RAND corporation. We have shown that the value of
these games, and the corresponding optimal strategies, can be obtained by solving a single
semidefinite programming problem. In addition, we have shown how the results extend, with
suitable modifications, to a general class of semialgebraic games.

o Separable games [149]: these are a structured subclass of continuous games, whose payoffs
take a sum-of-products form. This subclass includes all finite games and polynomial games.
Separable games provide a unified framework for analyzing and generating results about the
structural properties of low rank games. This work extends previous results on low-rank
finitc gamcs by allowing for multiple players and a broader class of payoff functions. We
have introduced methods for the computation of equilibria, and connected these results with
alternative characterizations of separability that show that separable games are the largest
class of continuous games to which low-rank arguments apply.

e Stochastic games [144]: Stochastic games simultaneously generalize “standard” multiplayer
games, and Markov decision processes. In a stochastic game, the players’ actions aflect not
only their immediate payoff, but also the transition probabilities that define the next state of
the game. Thus, players should carefully balance their immediate rewards, versus the long-
term objective of remaining in a favorable situation. In this work, we consider finite state
two-player zero-sum stochastic games over an infinite time horizon with discounted rewards.
As in our carlicr work, the players have infinite strategy spaces and the payofls are assumed
to be polynomials. In order to obtain tractable results, we have restricted our attention to
a special class of games for which the “single-controller” assumption holds. This assumption
implies that only one of the players directly affects the transition probabilitics. Our main
result in this paper is a characterization of the minimax equilibria and optiinal strategies via
SOS and semidefinite programming.

o Correlated equilibria in multiplayer games [102]: The classical equilibrium notion for multi-
player games is that of Nash equilibria. More recently, Aumann’s alternative definition of
correlated equilibrium has recetved much attention as a generalization of the Nash solution,
which is both justifiable in theory and efficiently computable in practice. The idea of a cor-
related equilibrium is that each player receives a private recommendation of what strategy to
play, but these recommendations may be correlated. If all the players know the joint distribu-
tion of the recommendations, then they can each compute the joint conditional distribution
of their opponent’s recommendations given their own recommendation. If each player’s rec-
ommendation is always a best response to this conditional distribution, then the distribution
of recommendations is called a correlated equilibrium (the Nash solution is recovered if ad-
ditionally the reconmmendations to each player are independent). In this work, we consider
the problems of characterizing and computing correlated equilibria in polynomial games with
infinite strategy sets. We prove several characterizations of correlated equilibria in continuous
games which are more analytically tractable than the standard definition. Then we use these
to construct algorithms for approximating correlated equilibria of polynomial games with ar-
bitrary accuracy, including a sequence of semidefinite programming relaxation algorithms and
discretization algorithms.



4.2 Decentralized Control

The paper [125] addresses the problem of constructing optimal decentralized controllers. The prob-
lem is formulated as one of minimizing the closed-loop norm of a feedback system subject to con-
straints on the controller structure. The paper defines the important notion of quadratic invariance
of a constraint set with respect to a system, and show that if the constraint set has this property,
then the constrained minimum-norm problem may be solved via convex programming. It also shows
that quadratic invariance is necessary and sufficient for the constraint set to be preserved under
feedback. These results are developed in a very general framework, and are shown to hold in both
continuous and discrete time, for both stable and unstable systems, and for any norm. This no-
tion unifies many previous results identifying specific tractable decentralized control problems, and
delineates the largest known class of convex problems in decentralized control.

A number of uscful and practical examples of this theory have been produced. For example,
optimal stabilizing controllers may be efficiently computed in the case where distributed controllers
can communicate faster than their dynamics propagate. This reseacrh has provided a test for sparsity
constraints to be quadratically invariant, and thus amenable to convex synthesis.

In a standard controls framework, the decentralization of the system manifests itself as sparsity
or delay constraints on the controller to be designed. Therefore a canonical problem one would like
to solve in decentralized control is to minimize a norm of the closed-loop map subject to a subspace
constraintg as follows

minimize | f(P, K)||
subject to I stabilizes P2
Kes

Here || || is any norm on Ry=*"», chosen to encapsulate the control performance objectives, and
S is a subspace of admissible controllers which encapsulates the decentralized nature of the system.
The norm on may be either a deterministic measure of performance, such as the induced norm, or
a stochastic measure of performance, such as the Ho norm. Many decentralized control problems
may be formulated in this form, and some examples are shown below. The subspace S is called the
formalion conslraint.

This problem is made substantially more difficult in general by the constraint that K lic in the
subspace . Without this constraint, the problem may be solved by a simple change of variables.For
specific norms, the problem may also be solved using a state-space approach. Note that the cost
function || f(P, \)|| is in general a non-convex function of K.

For a general linear time-invariant plant P and subspace S there is no known (ractable algo-
rithm for computing the optimal K. It has been known since 1968 that even the simplest versions
of this problem can be extremely difficult. In fact, certain cases have been shown to be intractable.
However, there are also several special cases of this problem for which efficient algorithins have
been found. The paper unifies these cases and identifies a simple condition, called quadiatic in-
variance, under which the above problem may be recast as a convex optimization problem. The
notion of quadratic invariance allows one to better understand this dichotomy bctween tractable
and intractable optimal decentralized control problems. Tt further delineates the largest known class
of decentralized problems for which optimal controllers may be efficiently synthesized.

Quadratic invariance is a simple algebraic condition relating the plant and the constraint set.
The main results of [125] hold for continuous-time or discrete-time systems, for stable or unstable
plants, and for the minimization of any norm.

Tt is also worth notincg that that optimal synthesis of a symmetric controller for a symmetric
plant is also quadratically invariant and thus amenable to convex synthesis. This is important
because this problemn, while formerly known to be solvable, defied other efforts to classify tractable
problems.

The paper [125] develops an explicit test for the quadratic invariance of sparsity constraints, and
thus shows that optimal synthesis subject to such constraints which pass the test may be cast as a
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convex optimization problem. A consequence of the test is that block diagonal constraints are never
quadaratically invariant unless the plant is block diagonal as well.

These results all hold for the minimization of an arbitrary norm. If the norm of interest is
the Hs-norm, then the constrained convex optimization problem may be further reduced to an
unconstrained convex optimization problem, and then readily solved.

Quadratic invariance. The characterization of constraint sets S that lead to tractable solutions
for the decentralized control problem is as follows.

Definition 3. Suppose G € LU, V), and S C LY, U). The set S is called quadratically invariant
wnder G if
KGK e S Jorall K € S

Roughly speaking, if the set S is quadratically invariant, then optimal control synthesis subject
to the constraint that K lie in S may be solved via convex program.

0
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Figure 7: Distributed Control Problem

Distributed control with delays. One particular distributed control problem is shown in Fig-
ure 7. Suppose there are n subsystems with transmission delay ¢ > 0, propagation dclay p > 0 and

computational delay ¢ > 0. If
c

(n—-1)

then the corresponding set S is quadratically invariant under the corresponding G. 1lence finding the
minimum-norm controller may be reduced to a convex optimization problem when the controllers
can transmit information faster than the dynamics propagate; that is, when ¢ < p. One also sees
that the presence of computational delay causes this condition to be surprisingly relaxed. This result
has been generalized considerably {118].

L<p+

4.3 Distributed Control of Heterogenous Systems

In [38] we developed an alternative approach to topology constrained control synthesis, over grid
lattices, using a generalization of the multidimensional Roesser model. With the assumption that
controllers have the same interconnection structure as the nominal system we were able to show
that a relaxation of the global optimization could be explicitly reduced to a semidefinite program.
More specifically, we extended optimal control machinery to include heterogeneous Roesser systems,
and derive sufficient conditions for analyzing perflormance with respect to the induced 2-norm, and
provided sullicicnt conditions for the existence controllers which stabilize the system and provide
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a guaranteed level of performance (this is the same global performance criterion introduced in the
preceding section). The techniques developed are based on extending and combining those developed
by the Pls and co-workers on nonstationary systems and homogeneous distributed systems.

In recent work [37] we consider arbitrary graphs, and show how the approach in [38], which is
restricted to grid topologies, can be extended to address general interconnection topologies. The
new framcwork is able to capture arbitrary graphs and provides a unifying view and approach to all
previous work on using Roesser-type models for distributed control.

4.4 Decentralized Control of Markov Processes

Decentralized decision problems are optimization problems in which a collection of decisions are
made in response to a set of observations with the goal of minimizing some cost. The complicating
factor is that each decision is made based only on knowledge of a subset of the observations. That
is, the complete set of observations can be thought of as the state of the environment. [Sach decision
is made on the basis of an incomplete observation of the state, although the cost incurred depends
on the entire state and set of decisions. Such problems are common in areas such as cngineering and
econoniics. Much of the early work on decentralized decision problems was motivated by economic
problems. In certain engineering problems, such as the design of distributed detection schemes
and distributed data transmission protocols, the key difficulty lies in the design of good rules for
interacting decision makers to follow.

The paper [26] considers fairly general discrete versions of this problem, where the scts of possible
observations and decisions are finite. The first problem considered is a static decision problem, where
a single set of decisions is made in response to a single set of observations. Given the probabilities
of all scts of observations, the goal is to choose decentralized decision rules which minimize the
expected cost. This problem is known to be ANP-hard, even for the case of two decision makers.
Therefore, our goal is to determine cffective methods of computing good suboplimal solutions to
this problem. The paper shows that this problem can be equivalently formulated as a minimization
of a polynomial subject to linear constraints. Relaxations of this polynomial optimization problem
can then be efficiently solved. From these relaxalions, one obiains lower bounds on the minimum
achievable valuc for the original problem, as well as suboptimal decision rules. ‘The combination
of lower bounds together with suboptimal solutions is powerful, since this gives us a way to put a
bound on how suboptimal the best known decision rules are.

The paper also extends that analysis to a dynamic version of the decentralized dccision problem.
In this problem, a sequence of observations and decisions are made, and the sequence of observations
evolves according to a Markov chain determined by the decisions. The goal in such a problem is to
choose decentralized decision rules to minimize the average steady-state cost earncd by the system.
The complexity results for the static problem are extended to show that this problem is AP-hard
as well. As for the static problem, one can formulate this problem as a polynomial optimization
problem and solve relaxations to obtain lower bounds on the minimum cost for the original problem
as well as suboptimal decision rules.

The problem of decentrulized detection is an example of a decentralized stochastic decision prob-
lern. Tn a detection problem, there are several hypotheses on the underlying state of our environment,
and one would like use measurements of our environment to decide which hypothesis is true.

Classical detection methods assume all measurements are available to a single detector, which
estimates the true hypothesis based on all measurements. Such a detection scheme is called central-
ized. Optimal decision rules in centralized schemes are given by the well-known MAP (maximum
a-posteriori probability) detector. In a decentralized detection scheme, each sensor is responsible for
making a decision based only on its own measurement. The goal is to choose decision rules for all
sensors which are optimal with respect to some system-wide cost function.

For example, suppose one has a collection of sensors each monitoring various elements of some
industrial process. One would like the sensors to sound an alarm when some part of the process is
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Figure 8: The corvect hypothesis H € {hy,..., har} is to be detected. In this figure, N independent

detectors produce decisions #u; based on their measurements y;.

malfunctioning. Tu this case one may wish to maximize the probability that the alarn sounds when
therc is a malfunction and does not sound when there is no malfunction. One option is to transmit all
sensor easurements to a central location, where a decision to sound the alarm is made on the basis
of all measurements. An alternative is to equip each sensor with its own decision rulc and the ability
to sound the alarm. When the loss of performance associated with employing the sccond alternative
is small, such a scheme is preferable due to the reduced implementation complexity associated with
the elimination of the communication requirements.

Oue might initially assume that good decentralized decision rules can be obtained by allowing
each sensor to use a MAP detection rule. While this is true in some special cascs, it is not true
in general. Unlike the centralized case, the general problem of computing optimal decentralized
detection rules is NP-hard. Also, decentralized decision rules can appear considerably more complex
than their centralized counterparts. For example, optimal decentralized decision rules typically
involve hedging among the sensors, a strategic clement which is not present when simply using
MAP rules at each detector.

Due to the complexity of this problem, most existing methods for computing decentralized detec-
tion rules produce locally optimal equilibrium policies. Such policies are said to be person-by-person
optimal: for a set of such decision rules, no improvement can be obtained by adjusting the deci-
sion rule for any given sensor while leaving the others fixed. In general, a single problem instance
may have many cquilibrium policies. The globally optimal policy is clearly an equilibrium policy.
However, for any given equilibrium policy, one has no way of knowing how this policy relates to the
globally optimal policy. Tn particular, one has no way of knowing how much improvement could be
obtained by using the globally optimal policy.

The paper {26] shows that an equilibrium policy can perform arbitrarily poorly compared to the
optimal policy. The methods developed in that paper are relazations. In addition to generating an
equilibrium policy, they return a lower bound on the minimum achievable cost by any decentralized
policy. When the bound is exact, one has a proof that our computed policy is globally optimal. Even
when the bound is not exact, one has a measure of the suboptimality of the computed policy. In
[71] we study a special decentralized detection p.roblem which surprisingly yields a thresh-hold-type
policy.



5 VERIFICATION AND VALIDATION FOR
COMPLEX SYSTEMS

To realize the control-level algorithms and strategies of the preceding sections in real multi-vehicle
systems, they need to be parlayed, through engineering, into detailed hardware and software imple-
mentations. The accomplishments described in the current section — models, tools and techniques
— are aiined at verifying and validating such complex engineered implementations. One of the key
goals of this project was to identify and develop such techniques so as to formally verify networked
systens for correctness, as a means to reliable design. (The results also apply to verification and
validation of implementations related to work developed in Section 6.)

5.1 Input-Output Automata Modeling Frameworks and Methodology

One of the major approaches for verification and validation that was developed in the project was
that of input-output automata (IOA). The starting point for work on input-output automata was
the foundational work on a modeling framework for hybrid (continuous/discrete) systems, which we
call the ITybrid I/0O Automata (MTOA) framework [84]. This foundational work was continued with a
monograph collecting and summarizing prior work on Timed I/O Automata, and with several papers
on Probahilistic I/O Automata and on combined Probabilistic/Timed I/O Automata. Together, this
work provides a foundation for modeling and analyzing a wide range of systems. including wired
and wircless communication networks, and controlled vehicles and robots.

5.1.1 Mathematical foundations

Hybrid and timed IOA models In {84] the Hybrid Input/Output Automaton (ITIOA) model-
ing framework is presented providing a basic mathematical framework to support description and
analysis of hybrid systems. An important feature of this model is its support for decomnposing hybrid
system descriptions. In particular, the framework includes a notion of external behavior for a hybrid
1/0 antomaton, which captures its discrete and continuous interactions with its environment. The
framework also defines what it means for one HIOA to implement another, based on an inclusion
relationship between their external behavior scts, and defines a notion of simulation, which provides
a sullicient condition {or demonstrating implementation relationships. The [ramework also includes
a compuosition operation for HIOAs, which respects external behavior, and a notion of receptiveness,
which implies that an HIOA does not block the passage of time. The framework is intended to
support analysis methods from both computer science and control theory.

In the wonograph [58] the Timed Input/Output Automaton (TIOA) modeling framework is
developed, a basic mathematical framework to support description and analysis of timced (computing)
systems. Timed systems are systems in which desirable correctness or performance properties of
the system depend on the timing of events, not just on the order of their occirrence. Timed
systems arc employed in a wide range of domains including communications, einbedded systems,
real-time operating systems, and automated control. Many applications involving timed systems
have strong safety, reliability and predictability requirements, which makes it important to have
methods for systematic design of systems and rigorous analysis of timing-dependent behavior. An
important leature of the TTOA framework is its support for decomposing timed systcm descriptions.
In particular, the framework includes a notion of external behavior for a timed [/O automaton,
which captures its discrete interactions with its environment.

Probabilistic TOA models Probabilistic automata (PAs) constitute a general {ramework for
modeling and analyzing discrete event systems that exhibit both nondeterministic and probabilis-
tic behavior, such as distributed algorithms and network protocols; an example arc the dynamic
resource allocation algorithms discussed above. The behavior of PAs is commonly defined using



schedulers (also called adversaries or strategies), which resolve all nondeterministic choices based on
past history. From the resulting purely probabilistic structures, trace distributions can be extracted,
whose intent is to capture the observable behavior of a PA. However, when PAs arc composed via an
(asynchronous) parallel composition operator, a global scheduler may establish strong corrclations
between the behavior of system components and, for example, resolve nondeterministic choices in
one PA based on the outcome of probabilistic choices in the other. It was well known that, as a
result of this, the (linear-time) trace distribution precongruence is not compositional for PAs, and
that (branchingtime) probabilistic simulation preorder is compositional for PAs. In [S6] we establish
that the simulation preorder is in fact the coarsest refinement of the trace distribution preorder
that is compositional. In [85] we establish that on the domain of probabilistic automata, the trace
distribution preorder coincides with the simulation preorder.

We have also studied switched probabilistic input/output automata (or switched PIOA), aug-
menting the original PIOA framework with an explicit control exchange mechanism [21]. Using this
mechanism, we model a network of processes passing a single token among them, so that the location
of this token determines which process is scheduled to make the next move. This token structure
thercfore implements a distributed scheduling scheme: scheduling decisions are always made by the
(unique) active component. Distributed scheduling allows us to draw a clear line between local and
global nondeterministic choices. We then require that local nondeterministic choices are resolved
using strictly local information. This eliminates unrealistic schedules that arise under the morc com-
mon centralized scheduling scheme. As a result, we are able to prove that our trace-style semantics
is compositional. We also propose switch extensions of an arbitrary PIOA and usc these extensions
to dene a new trace-based semantics for PIOAs [20].

We introduce the notion of approximate implementations for Probabilistic I/O Automata (PIOA)
in [96], and develop methods for proving such relationships. We employ a task structure on the
locally controlled actions and a task scheduler to resolve nondeterminism. The interaction between
a scheduler and an automaton gives rise to a trace distributional probability distribution over the
sct of traces. We define a PIOA to be a (discounted) approximate implementation of another PIOA
if the sct of trace distributions produced by the first is close to that of the latter, where closeness is
measured by the (resp. discounted) uniform metric over trace distributions. We propose simulation
functions for proving approximate implementations corresponding to each of the above types of
approximate implementation relations. Since our notion of similarity of traces is hased on a inetric
on trace distributions, we do not require the state spaces nor the space of external actions of the
automata to be metric spaces.

A Probabilistic T/O Automaton (PTOA) is a countable-state automaton model that allows non-
deterministic and probabilistic choices in state transitions. A task-PIOA adds a task structure on
the locally controlled actions of a PIOA as a means for restricting the nondeterminisin in the model.
The task-PIOA framework defines exact implementation relations based on inclusion of sets of trace
distributions. In [05] we develop the theory of approximate implementations and cquivalences for
task-PIOAs. We propose a new kind of approximate simulation between task-PIOAs and prove that
it is sound with respect to approximate implementations. Our notion of similarity of traces is based
on a metric on trace distributions and therefore, does not require the state spaces nor the space of
external actions (output alphabet) of the underlying automata to be metric spaces. This work has
direct application to approximate implementations to probabilistic safety verification.

Probabilistic and timed IOA models Probabilistic Timed 1/0 Automaton (PTIOA) frame-
work for modelling and analyzing discretely communicating probabilistic hybrid systems is devcloped
in [07]. State transition of a PTTOA can Le nondeterministic or probabilistic. Probabilistic choices
can be based on continuous distributions. Continuous evolution of a PTTOA is purely nondeterininis-
tic. PTIOAs can cominunicate through shared actions. By supporting external nondcterminism, the
framework allows us to model arbitrary interleaving of concurrently executing automata. The frame-
work gencralizes several previously studied automata models of its class. We developed trace-based

[D]
~1



scmantics for PTIOAs which involves measure theoretic constructions on the space of executions of
the automata. We introduce a new notion of external behavior for PTIOAs and show that PTIOAs
have simple compositionality properties with respect this external hehavior.

5.1.2 Computer-assisted tools and formal techniques

Our work on basic modeling frameworks has been supported by work on formal analysis methods
and computer-assisted tools. These include the preliminary modeling language TOA, and the newer,
more professional language TIOA (see www.veromodo.com). TTOA tools include the language and
front end, a simulator, and translators to the PVS theorem-prover, and the UPPA Al model-checker.
Some of this work was also supported by the ATFOSR under two STTR, contracts. We also include in
this category some work involving the development of strategies for using PVS to analyze systems.

I0A tookit. The TOA Toolkit supports a range of validation methods, including simulation and
machine-checked proofs. The manual [53] and reference guide defines the IOA language. Part I of the
thesis [15:1] presents a strategy for compiling distributed systems specified in IOA into Java programs
running on a group of networked workstations. TOA is a formal language for describing distributed
systeins as I/0 automata. The translation works node-by-node, translating IOA programs into
Java classes that communicate using the Message Passing Interface (MPI). The rvesulting system
runs without any global synchronization. We proved that, subject to certain restrictions on the
program to be compiled, assumptions on the correctness of hand-coded datatypc implementations,
and basic assumptions about the behavior of the network, the compilation method preserves safety
propertics of the IOA program in the generated Java code. We model the generated Java code itself
as a threaded, low-level 1/O automaton and use a refinement mapping to show that the external
behavior of the system is preserved by the translation. The IOA compiler has bheen implemented
at, M1 as part of the IOA toolkit. The toolkit supports algorithm design, devclopment, testing,
and formal verification using automated tools. The TOA language provides notations for defining
both primitive and composite I/O automata. Part IT of this thesis describes, both formally and with
examples, the constraints on these definitions, the composability requirements for the components
of a composite automaton, and the transformation a definition of a composite antomaton into a
definition of an equivalent primitive automaton.

The capabilities and performance of the TOA Toolkit are reported in [54], and i particular the
tools that provide support for implementing and running distributed systems (checker,composer,
code generator). The Toolkit compiles distributed systems specified in IOA into Javaclasses, which
run on a network of workstations and communicate using the Message Passing Tnterface(MPI). In
order to test the toolkit, several distributed algorithms were implemented, ranging from simple
algorithing such as LCR leader election in a ring network to more complex algorithms such as the
GHS algorithm for computing the minimum spanning tree in an arbitrary graph. _

A strategy for compiling distributed systems specified in IOA is summarized in {156], a formal
language for describing such systems as I/O automata, into Java programs running on a group
of networked workstations. The translation works node-by-node, translating 10\ programs into
Java classcs that communicate using the Message Passing Interface. The resulting system runs
without any global synchronization. We prove that, subject to certain restrictions on the program
to be compiled, assumptions on the correctness of hand-coded datatype implementations, and basic
assumptions about the behavior of the network, the compilation method preserves safety properties
of the TOA program in the generated Java code. We model the generated Java code itscll as a
threaded, low-level T/O antomaton and use a refinement mapping to show that the external behavior
of the system is prescrved by the translation. The TOA compiler is part of the TOA toolkit which
supports algorithm design, development, testing, and formal verification using automated tools.

The I0A language developed and reported in [155] provides notations for defining both primitive
and composite T/O automata.This note describes, both formally and with examples, the constraints
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on these definitions, thecomposability requirements for the compounents of a composite automaton,
and the transformationof a composite automaton into an equivalent primitive automaton.

In [167] we describe our approach and design for code generation that focuses on the issue
of removing implicit nondeterminism and specify a transformation on 10A programns that inakes
all nondeterminism explicit. The programmer can then replace all explicit nondecterminism with
deterministic statements prior to code generation. We also describe this transformation at a semantic
level i.e.; at the level of the I/O automaton mathematical model. It is shown that the transformation
defined at the IOA level conforms to the one at the semantic level.

The thesis [147] concerns the addition of a capability to simulate composite automata in a manner
that allows observing and debugging the individual system component automata. While there is
work in progress on creating a tool that will translate a composite definition into a single automaton,
the added ability to simulate composite automata directly will add modularity and simplicity, as well
as case of observing the behavior or individual components for the purpose of distributed debugging.

PVS strategics. A related support tool based on the PVS theorem prover that can help users
prove a candidate abstraction relation corvect. This tool support relies on a clean and uniform
technique for dening abstraction properties relating automata that uses library theories for defining
abstraction relations and templates for specifying automata and abstraction theorems. The work is
reported in [92] describes how the templates and theories allow development of generic, high level
PVS strategies that aid in the mechanization of abstraction proofs. These strategics first set up the
standard subgoals for the abstraction proofs and then execute the standard initial proof steps for
these subgoals, thus making the process of proving abstraction properties in PVS more automated.
Two types of abstraction properties are the focus: renement and forward simulation.

We have also developed an abstraction specification technique and associated abstraction proof
strategies we are developing for I/O automata [91]. The new strategies can be usced together with
existing strategics in the TAME (Timed Automata Modeling Environment) interface to PVS; thus,
our new templates and strategies provide an extension to TAME for proofs of abstraction. We have
extended the set of TAME templates and strategics .

The toolkit has been expanded to handle TTOA models, and is aimed at supporting system
development based on TTOA specifications [2]. The TIOA toolkit is an extension of the IOA toolkit,
which provides a specification simulator, a code generator, and both model checking and thcorem
proving support for analyzing specifications. Also, several illustrative examples arc provided in [2].

5.1.3 Vehicle-based examples and applications

As part of the project, case studies were performed drawing example systems from the general area
of automated vehicles and robot control, and modeled and analyzed using Timed and Hybrid I/O
Antomata theory described above. As part of this effort a type of abstraction layer for programming
mobile networks, which we call “Virtual Node layers”, was developed. Virtual Node layers can be
used for coordination applications; we have explored three kinds, namely, robot pattern formation, a
simple intelligent highway application (a Virtual Lraffic light), and a simple air-traflic-control system
(based on Virtual ATCs).

Quanser helicopter case study In [99] a case study of the developed hybrid verification is
provided, and a formal verification of the safety properties of NASA’s Small Aircralt Transportation
System (SATS) landing protocol is carried out. A new model is presented using the timed I/O
automata (TTOA) framework [58], and key salety properties are verified. Propertics specific to the
new model, such as lower bounds on the spacing of aircraft in specific areas of the airspace, are
provided.

The Hybrid 1/0 Automaton modelling {ramework [84] is applied to a realistic hybrid system ver-
ification problem in [98]. A supevvisory pitch controller for ensuring the safety of # model helicopter



system is designed and verified. The supervisor periodically observes the plant statc and takes over
control from the user when the latter is capable of taking the plant to an unsafe state. The paper
also presents a set of language constructs for specifying hybrid I/O automata.

Tracking Stalk, a hierarchy-based fault-local stabilizing algorithm for tracking in scnsor networks,
is developed in [36]. Starting from an arbitrarily corrupted state, Stalk satisfics its specification
within time and communication cost proportional to the size of the faulty region instead of the
network size. Local stabilization is achieved by slowing propagation of information as the levels of
the hierarchy underlying Stalk increase, enabling the more recent information propagated by lower
levels to override misinformation at higher levels. While achieving fault-local stabilization, Stalk
also adheres to the locality of tracking operations: an operation to find a mobile object at a distance
d away requires O(d) amount of time and communication cost to intercept the moving object, and
a move of an object to a distance d away requires O(d * log(network diameter)) amount of time and
communication cost to update the tracking structure. Furthermore, Stalk achieves seamless tracking
of a continuously moving object by enabling concurrent executions of move and find operations.

Air-traffic control An assertional-style verification of the aivcraft landing protocol of NASA’s
SATS (Swmall Aircraft Transportation System) concept using the I/O automata [ramework and the
PVS theorem prover was developed in [160]. An TOA model of the landing protocol was developed,
and translated into a corresponding PVS specification; a verification of the safety propertics of the
protocol using the assertional proof technique and the PVS theorem prover was then successfully
performed. A more extensive account can be found in [158].

Virtual node based coordination algorithms 1In [83] a virtual node abstraction layer was used
to coordinate the motion of real mobile nodes in a region of 2-space. In particular, how nodes in
a mobile ad hoc network can arrange themselves along a predetermined closed curve in the plane,
and can maintain themselves in such a configuration in the presence of changes in the underlying
mobile ad hoc network, was considered. The strategy illustrated was allowing ihe mobile nodes
to implement a virtual layer consisting of mobile client nodes, stationary virtual nodes (VNs) at
predetermined locations in the plane, and local broadcast communication. The VNs coordinate
among themselves to distribute the client nodes relatively evenly among the VNs’ regions, and each
VN directs its local client nodes to form themselves into the local portion of the target curve.

A general VNLayer architecture was introduced in {8], and then used to design a practical VN-
Laver implementation, optimized for real-world use. Discussed [8] also is experience with deploying
this implementation on a testbed of hand-held computers; and in a custom-built packet-level simu-
lator, and present a sample application - a virtual traffic light - to highlight the power and utility
of our abstraction. The idea of using Virtual Stationary Automata (VSAs) to take a distributed
approach Lo automated air traffic control was exiensively explored in [7].

Sccurity protocol modeling and analysis  This MURI also brought together team mcembers
to apply the techniques developed to security issues. This resulted in a full model and analysis
for the Goldreich ct al. Oblivious Transfer protocol. This required us to develop a new approach
to handling the combination of nondeterministic and probabilistic choice, where nondeterministic
choices are vesolved independently of probabilistic choices. (If nondeterministic choices are allowed
to depend on the results of probabilistic choices, sccrets can be divulged unintentionally.) This
approach is embodied in our new Task-PIOA niodeling framework—an cxtension of the previous
PIOA framework. We extended simulation rclation methods for PIOAs to Task-PTOAs. Further-
more, we extended Task-PIOAs so they can express computational limitations, such as polynomial
time bounds. In further work, we formulated Canetti’s notion of “secure einulation” within the Task-
PIOA framework, and proved suitable protocol composition theorems. Currently. we are working
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on cxtending the framework still further, to permit us to analyze “long-lived” sccurity protocols
(16, 14, 15, 13, 17, 90]

5.2 Learning and Randomization

We have also approached verification by using techniques of model checking. Computer-aided verifi-
cation is concerned with determining whether a formal model of a system, often prescnted as a graph
of states and state transitions, satisfies certain correctness properties. The most popular algorithmic
technique, model checking [22], works by systematically stepping through the glohal states of the
system while checking various properties at each stage. The widespread use of muodel checking in
practice is predicated on two observations: first, the technique is largely automated, and requires
limited user input; second, when a system is found to not meet its correctness requircinents, the tool
provides a counter-cxample witnessing this, which has been found to be very benclicial in fixing the
flaw.

Applying model checking to peer-to-peer networks of vehicle systems operating in a unknown,
potentially malicious environment, presents unique challenges. Formal models of such systems have
certain fundamental aspects that must be considercd. First, there are geographically disperse parties
that concurrently compute and communicate. Second, the uncertain environment requires modelling
probabilistic events and stochastic behavior. Finally, the individual embedded systems have both
discrete and continuous dynamics that have a non-trivial dependence on real-time. Thus, the se-
mantics of such dynamic multi-vehicular systems must be described by transition systems that have
infinitely many global states — the multitude of global states arise from the nced to model the
(potentially) unbounded number of messages that have been sent but that have as yet not been
delivered, to model real-time and clocks, and to model the many real-valued continuous variables
like position, speed and accelaration that are critically used in describing the dynamics.

However, results from theoretical computer science demonstrate that the verification of even
extremely simple properties of such infinite state systems is undecidable. In other words, there is
no mechanized procedure that can automatically verify such systems. In the facc of such extremely
pessimistic news, researchers have taken fwo approaches. First, they have come up with semi-
decision procedures that are not guaranteed to terminate on all systems, but for syvstems on which
they do terminate, are known to give corrcct and useful answers. Based on such semi-decision
procedures, analysis tools have been built and have been used to formally analvze many of the
systems that arise in practice. Second, special fcatures present in systems of inlerest have been
identified that manifest themselves in unique structural properties in the state-space of the system,
which can then be exploited to yield decision procedures for such systems. These algorithms (that
always terminate with the right answer) have then been used to formally verify such special systems.

As part of this project, we have pursued both these general research themes to address the unique
challenges poscd by networks of vehicle systems. We have developed semi-decision procedures for
analyzing distributed, probabilistic systems based on two novel paradigms: learning, and random-
ization. Next, we have identified general classes of distributed and hybrid systems that have special
features that have decidable virification problems. In what follows, we given more details about
these accomplishments.

5.2.1 Learning to verify

Symbolic model checking [22], is an algorithmic technique for verification that has been extremely
useful in practice. The main thesis of this approach is to observe that verification can be viewed
as computing the fixed point of a function. For example, if we want to check if an invariant holds
in a system, then the verification problem involves computing the set of reachable states {states of
the system encountered during some computation), which is a fixed point of the onc-step trunsition
relation, and checking if all reachable state satisly the invariant. Now if verification is nothing but



fixed point computation, then one simple algorithm, based on Tarski’'s method. is to repeatedly
apply the [unction whose fixed point one is computing, until this process stabilizes. The next key
obscrvation in symbolic model checking is to use symbolic representation of sets (instead of an explicit
representation) during these fixed point computations. The widespread success of this approach is
predicated on the observation that practical systeins typically have extremely structired fixed points,
and thus have very small symbolic representations.

As part of this project, we have initiated and pursued a method that is a radical departure from
this traditional approach. Instead of using Tarski’s iterative approach for computing the symbolic
representation of the fixed point, in learning to wverify, we view the model checking problem as
a learning problem, and try to learn the symbolic representation of the fixed point by observing
exccutions of the system.

This learning based approach has many theorctical and practical bencfits. IFirst, it can be used
to identily new classes of infinite state systems for which the model checking problem is provably
decidable.  Sccond, the running time of the algorithm only depends on the size of the symbolic
representation of the fixed point. This is significant because the algorithm can thercfore be applied
to infinite state system — the fixed point sets for infinite state systems, even though of infinite
cardinality, often have a finite symbolic vepresentation. Further, the symbolic representations of
fixed point sets for practical systems has been found to be typically very small; the social justification
for this observation being that developers rely on simple invariants when designing systems. Thus,
the learning based method scales well to real-world systems.

We developed such learning-bascd algorithms to verify different types of properties for infinite
state systeins: safety [163, 162], liveness [164], and branching time properties [1653]. The ideas
have been implemented in a research tool called LeVer [166]. Our experimental analysis on many
examples revealed that the approach scales well and outperforms the best known traditional model
checker [161]. The results outlined here resulted in the PhD thesis of one student (Abhay Vardhan).

5.2.2 Randomization in verification

Randomization has proved to be an extremely beneficial paradigin in algorithm design and has been
extensively used in the last two decades to develop eflicient algorithims to solve practical problems
in a varicty of domains. However, the use of randomization to combat the challenges in algorithmic
verification of systems has been largely unexplored.

In this project we developed a statistical approach to verifying probabilistic systems. Such
stochastic systems, which explicitly model the probability of random events taking place, define a
probability measurce on the space of behaviors. Thus, by drawing random samples of executions, the
probability spacc can be estimated, and one can statistically determine the likelihood that a system
is correct. The advantage of this approach is that unlike traditional model checking, the algorithm
docs not need to consider all possible executions of the system. Randomization aliows us to ignore
exccutions that may happen, but which are very unlikely to happen. Another advantage is that a
formal system model is not needed; one only needs to simulate the system to get sanple runs. The
disadvantage is that such an algorithm can never guarantee the correctness of a svstem, there is
ahways a chance that the algorithm got a biased sample and therefore drew an incorrect conclusion.
However, the probability of error can always be made as small as one wants by increasing the number
of executions sampled. This idea of statistical model checking has been developed to verify safety
properties [140] and for liveness properties [141]. This algorithm has also been implemented in the
aforementioned tool called Vesta [142]. Our experimental analysis demonstrated the scalability of
this approach and the tool was able to analyze systems much faster than traditional inodel chiecking
algovithms.

Another context in which, we showed the benefits of randomization was in test suite genera-
tion [G2] for network protocols. The problem, formally called conformnance testinyg. involves deter-
mining if an unknown implementation is equivalent to a specification, where both are modcled as
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finite state Mealy machines by constructing a test sequence based on the specification, which is a

sequence of inputs that detects all faulty machines. We present a randomized construction of a
polynomially loug test sequence; no deterministic construction of a short test-suite is known.

In addition, to the broad research themes identified above, as part of this project, we have also
developed learning algorithms for stochastic real-time systems [139] and recursive programs {61],
constructing test suites for recursive programs [G1], verifying network simulation code [145], and
verifying stochastic systems in the presence of uncertainties [143].

5.3 Deccidability Results on Discrete and Hybrid Systems

As outlined above, the problem of verifying networks of peer-to-peer systems is in general undecid-
able, because such systems have infinitely many global states. Key features that pose challenges are
— multiple concurrently executing agents communicating through messages, requires modelling the
unbounded buffer of undelivered messages; agents performing recursive computation, requires mod-
elling the unbounded call stack; agents having discrete and continuous dynamics, require modelling
real-valned variables and real-time. We dealt with each of these features individually (and com-
bined in certain ways) to identify key structural properties that can be cxploited to yield decidable
algorithms.

Systems without continuous dynamics. We first considered non-recursive, distributed, mes-
sage passing systems. In [157], we observed that an execution consisting of message sends and
reccives has special algebraic properties that can be exploited to verify such systems against a va-
riety of properties. Next, we studied the impact of recursion by considering models of sequential,
recursive software. Such systems have been found to be conveniently modeled by special pushdown
models called wvisibly pushdown systems. In {1], we observed that these models can be characterized
using special congruence relations on strings. Congruence based characterizations have been known
for finite state systems (vegular word languages and regular tree languages) for decades. The ex-
istence of such a characterization for infinite state systems is surprising. Moreover. this result has
important consequences. First, the congruence based characterization can be expleited to minimize
system models [61]. Since the time and space requirements of model checking depends on the size
of systcin models, minimization can be used to help scale to large practical sysicms. Second, al-
gorithms to learn such models can be developed. Finally, by combining developed in these special
cascs, we presented model checking algorithms for embedded, event-driven, distributed software sys-
tems in {138]. These embedded software systems ave both concurrent and recursive, but have a key
restriction in terms of how recursion and concurrency interact.

STORMED hybrid Systems. Hybrid systems, that have both discrete and continuous dynam-
ics, are notoviously difficult to analyze algorithmically. Systems for which decision algorithing have
been developed either have extremnely simple continuous dynamnics, like system with only clocks
variables (timed automata), and with only variables evolving at constant rates (rectangular hybrid
automata). or have extremely simple discrete dynamics that require all variables {o Le reset at each
discrete change (o-minimal systems). We observed that if some continuous variable of the sysiems is
guaranteed to evolve monotonically, then this feature can be exploited to yicld decision procedures.
In a conple of papers [111, 170], we delineated a large class of hybrid systcms, termed STORMED
hybrid svstems, having both interesting continuous and discrete dynamics, for which the problem of
verifying salety properties can be shown to be decidable.

5.4 Switched Systems

In the paper [82] we studied computational aspects of the problem of stability of switched systems.
This paper is concerned with the problem of finding a quadratic common Lyapunov function for



a l:.;x'gc fawily ol stable linear systems. \We presented gradient iteration algoritluns which give
deterministic convergence for finite system families and probabilistic convergence for infinite families.
Our results and simulations show, in some scenarios, a favorable comparison with more standard
techniques based on linear matrix inequalitics.

In the paper [173], we presented constructions of a local and global common Lyapunov function
for a finite family of pairwise commuting globally asymptotically stable nonlincar systems. The
constructions arc based on an iterative procedure, whicli at each step invokes a converse Lyapunov
theorem for one of the individual systems. Our results extend a previously available one which relies
on cxponential stability of the vector fields.

The more recent paper [87] continues to explore the connection between commuiation relations
and stability of switched systems. We presented a stability criterion for switched nonlinear systems
which involves Lie brackets of the individual vector fields but does not require that these vector
fields commute. A special case of the main result says that a switched system gencrated by a pair of
globally asvmptotically stable nonlinear vector fields whose third-order Lie brackets vanish is globally
uniformly asymptotically stable under arbitrary switching. This generalizcs a previously known fact
for switched lincar systems. To prove the vesult, we considered an optimal control problem which
consists in finding the “most unstable” trajectory for an associated control system. and showed that
there exists an optimal solution which is bang-bang with a bound on the total number of switches.
This property is obtained as a special case of a reachability result by hang-bang controls which is of
independent interest. By construction, our criterion also automatically applies to the corresponding
relaxed differential inclusion.

We have also studied various types of stochastic stability of switched systems in which the
switching is induced by a random process, and for switched systems driven by white noise. Our
approach to this problem is inspired by that for the deterministic casc: it combines Lyapunov
conditions on the individual subsystems with identifying suitable classes of switching signals (which
include, but are not limited to, statistically slow-switching processes). Our results on this problem
are described in the paper [19] and more publications are forthcoming.

In our recent work [94] we study the problem of establishing stability for hybrid systems through
verification of average dwell-time (slow switching) properties. Once one is able to verify that the
hybrid system has a sufficiently large average dwell-time, known resnlis can be invoked {o prove
that it is stable. We introduce a new type of simulation relation for hybrid antomata—switching
simulation—which allows us to show that the average dwell-time of one automaton is no less than
that of another. We show that the question of whether a given hybrid automaton has average
dwell-time can be answered by checking a carefully designed invariant or by solving an optimization
problem. The invariant-based method is applicable to any hybrid automaton. For suitable classes of
automata the invariant in question can be checked automatically. The optimization-based method
is applicable to a restricted class of initialized hybrid automata. For this class, a solution of the
optimization problem either gives a counterexample execution that violates the average diwell-time
property, or it confirms that the automaton indeed satisfies the property. The optimization-based
approach is automatic and complements the invariant-based method in the sensc that they can be
used in combination to find the unknown average dwell-time of a given hybrid automaton.

In the recent paper [171] we study switched systems with external inputs. We prove that a
switched nontinear system has scveral uscful properties of the input-to-state stability (ISS) type
under average dwell-time switching signals if each constituent subsystem is ISS. This extends avail-
able results for switched linear systems. We apply our result to stabilization of uncertain nonlinear
systems via switching supervisory control, and show that the plant states can be kept bounded in
the presence of bounded disturbances when the candidate controllers provide 1SS propertics with
respect to the estimation errors.

In another recent paper [172], we address the invertibility problem for switchied systems with
both inputs and outputs. This is the problem of recovering the switching signal and the input
uniquely given an output and an initial state. In the context of hybrid systems. this corrcsponds



to recovering the discrete state and the input from partial measurcrenis of the continuous state.
In solving the invertibility problem, we introduce the concept of singular pairs for two systems.
We give a necessary and sufficient condition for a switched system to be invertible, which says
that the individual subsystems should be invertible and there should be no singular pairs. When
the individual subsystems are invertible, we present an algorithm for finding switching signals and
inputs that generate a given output in a finite interval when there is a finite number of such switching
signals and inputs.

5.5 Markovian Jump Systems: Uniform Performance

In this work we considered Markovian jump linear systems, systems whose paramecters jump accord-
ing to the state transitions of a finite-state Markov chain. These systems model a certain type of
hybrid dynamics, and also provide an exact model for situations where feedback loops are subject
to random delays. The parameters of these systems arve indexed, and the indices are called the
system modes. The papers {72, 73] focus on the discrete-time domain, and consider the problems
of uniform exponential stability and uniform disturbance attenuation for Markovian jump linear
svstems. Tlere uniformity refers to almost sure stability and 2-gain of the scquences of modes, called
switching sequences, that are admissible by the automaton which describes the Markov process.
We developed semidefinite programming formulations for the solutions to these problems, and their
gencralizations, without any assumption on the parameters or admissible switching scquences. The
work has deep conncection to long-standing work on stability of switched systems.

The results show that these formal design problems can be converted to sequences of semidefi-
nite programs, where aceuracy is traded oft against computational cost. Past work in the literature
on these types of problems has yielded results that could not be applied to realistic problems be-
cause cither they were too computationally demanding or tended to be conservative to the point of
providing unacceptable performance.

Retated to this work we have also considered linear switched systems, and the three bench-
mark problems associated with them: stabilization under arbitrary switching sequences, stabiliza-
tion under a switching path constraint, and construction of stabilizing switching scquences. For
discrete-time switched linear systemns, control-oriented complete solutions to the first two problems
concerning {uniform) stabilization are given in the papers [73, 72] just described; in [74] we solve
the third.

We have recently proposed a new output regulation performance criterion [75]. Exact convex
conditions for the analysis and synthesis of discrete-time switched lincar systems with autonomous
switching sequences are obtained, and the formlation is similar to the commmon receding-horizon
control method for standard linear systems. However, in contrast, our technique provides a means
of approximating the infinite-horizon LQG performance with guaranteed closed-loop stability. Tt
appears that this work can also be extended to the distributed framework described earlier in this
report.

5.6 Certificates for Nonlinear Dynamics

As part of the program we developed powerful new results and theory on providing verification
certificates that gnarantee certain propertics of nonlinear systems. These accomplishiments are now
described.

5.6.1 Nonlincar system theory

This is the most theoretical component of our work, in which we investigated fundamental structural
properties of nonlincar systems with external inputs and/or outputs. ‘Thesc properties are of interest



in their own right, but are also used to support more application-oriented control design and analysis
tools, as is clear from the descriptions given below.

At the carlier stages of the project, we were working on understanding the minimum-phase
property of nonlincar systems, which is essentially the property that smallness of the output should
imply the smallness of the input and the state. Unlike the standard linear notion and its nonlinear
analog developed by Tsidori and Byrnes in the 1980s, we wanted to {ormulate a “robust” notion
(rather than concentrating on trajectories along which the output is identically zero). Our paper (78]
treats such a notion, which we called “output-input stability,” for the general case of multi-input,
mulii-oulput nonlincar systems. For systems affine in controls, we derived a necessary and sufficient
condition for output-input stability, which relies on a global version of the nonlinear structure
algorithm. This condition leads naturally to a globally asymptotically stabilizing state feedback
strategy for afline output-input stable systems.

Another findamental system-theoretic notion that we addressed in our work is that of observ-
ability, which is the ability to recover the internal state from output measurements. This property
is very well understood for linear systems, but for nonlinear systems this is not the case and there
are several possible avenues. In the paper [55] we proposed several definitions of observability for
nonlinear systems and explored velationships among them. These observability properties involve
the existence of a bound on the norm of the state in terms of the norms of the output and the input
on same time interval. A Lyapunov-like sufficient condition for observability was also obtained. As
an application, we proved scveral variants of LaSalle’s stability theorem for switched nonlinear sys-
tems. These results were demonstrated to be uselul for control design in the presence of switching
as well as for developing stability results of Popov type for switched fecdback systems.

More recently, we have been looking into disturbance attenuation properties of systems described
by nonlincar continuous dynamics and discrete impulses. A desirable response to disturbances
was formulated in terms of the input-to-state stability (ISS) property, which was introduced by
Soutag in 1989 and has since then become a standard notion in nonlincar system theory. The
recent paper [56] introduces appropriate concepts of input-to-state stability (ISS) and integral-ISS
for impulsive systeris. We provide a set ol Lyapunov-based sufficient conditions for establishing
these 1SS propertics. When the continuous dynamics are ISS but the impulses are not, the impulses
should not occur too frequently, which can be formalized in terms of an average dwell-time condition.
Conversely, when the impulses are ISS but the continuous dynamics arve not, there must not be overly
long intervals hetween impulses, which we formalized in terms of a novel reverse average dwell-time
condition. \We also investigated the cases where both the continuous and discrete dynamics are ISS
and when one of these is 1SS and the other only marginally stable for the zero input. In the former
case we oblainad a stronger notion of 1SS, for which a necessary and sufficient Lyapnnov condition is
available. The use of these results was illustrated through examples from a Micro-Electro-Mechanical
System (AEMS) oscillator and a problem of remote estimation over a communication network.

5.6.2 Polynomial computation of invariant sets

For nonlincar control systems, one would olten like to know the region of attraction of an equi-
librivm point. Often, this vegion is difficult to both find and represent computationally. In this
program we have developed an approach using polynomials to represent the domain of attraction,
and scmidefinite programming to perform the computation. The algorithni is iterative, and proceeds
by advecting the sublevel set of the polynomial under the inverse flow map.

The paper [174] presents a method for computing the domain of attraction for non-linear dy-
namical systems. A method is developed where sets are represented as sublevel sets of polynomials.
The problem of flowing these sets under the advection map of a dynamical system is converted to a
semidefinite program, which is used to compute the coeflicients of the polynomials.

The usual mathematical tool used for analysis of the region of attraction is Lyapunov’s method.
This gives ns a snfficient condition for local stability, although it is often difficult to find a Lyapunov
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function that cau he used as a certificate for the whole domain of attraction. Several prior approaches
have used semidefinite programming to find a quadratic function whose sublevel-sct is a good inner
approximation to the region of attraction. For system in which the region is complicated, an ellipsoid
may not provide a good approximation, and the above methods leave a large unexplored region within
the domain of attraction.

With recent developments in algebra and sum-of-squares techniques, it is now possible to solve
for a Lyapunov function with a more general polynomial form. Positive definitencss properties are
replace by sum-ol-sqnares constraints which can be efficiently solved using convex optimization.
This approach has also allowed finding a Lyapunov function within some specificd semi-algebraic
region. [owever. while this provides a method to certify a given inner approximation to the region
of attraction, it dacs not immediately provide a way to find it.

Our research makes use of backward advection of a small initial neighborhood of the equilibrium
in order to give an algorithm that in many cases converges to the true domain of attraction. The
approach is similar in spirit to the level-set methods that have been used for computation of reach-
able sets. The key distinction is that most level-set methods represent the function on a mesh; we
represent the function as a polynomial. The consequence of this is that the computational require-
meuts may grow move slowly with dimension, if one may fix a-priori the required degrees of the
polynomials. By contrast, a mesh-based method has computational costs which grow exponentially
with dimension.

Although we do not give the algorithmic details in this report, we show the following numerical
example. Consider the Van der Pol oscillator

4= -y
G - '2
y=az-y(l—2a%)
The system is locally stable around the origin. We use an initial sublevel set given by the quadratic
polynomial gg = -L:* +dy? — 1, which can be verified to be positively invariant, and this is advected
with a time step of 0.2. The even-numbered iterates go, go, ga, ... arc shown in IFigure 9. Some of
the ilerates are helow, normalized to allow integer coefficients.
pa = —1000 4 2252 2 — 8844 +11 4% — 907wy — 56 29> — 4 ay® -+ 3883 2>
4+ 3602292 — 57:1:2;1/4 + 660 23y — .7;3y3 — 41724 4+ 21 2y? - 8125y 4+ 200 g
Py = —1000 + 1614 y? — 1379 + 16y® — 1654 2y — 170 2% + 1405 + 316242
4180 2% — 4343y 4 94 4%y — 35 223 - 1dd gt - 2 :1;‘1';/2 + 19225y - 33528
pog = ~ 10000 + 251092 — 56y + 29% — 4306 zy + 422" + 4 2y” + 4099 2
4+ 252%9° + 222yt + 1103 2%y — 272%y% — 6872 — 2ty + 225y + S12°
Tt can also be scen that the iterates gradually approach the exact boundary of the domain of
attraction. After 30 iterations, the solution covers most of the stable region. After 40 iterations, the
stopping criteria allowing an absolute radial change of 0.01 has been met. The final result is shown
in Figure 9.

5.6.3 Semialgebraic fundamentals

The work in the previous subsection, and of the earlier subsection on polyvnomial and semialgebraic
games, rely on advances in the understanding of the theory of real polynomials and semialgebraic
sets. During the course of this project we have contributed directly to this fundamental theory
focusing on geometric aspects [108, 109, 110, 115, 116]. This work brings understanding of when
positive semidefinite polynomials can be decomposed as sums-of-squares, and when polynomials are
positive on restricted domains. Two conferences ([4, 5]) have been co-organized hy one of our Pls
on closcly related fundamentals.
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Tigure 9: The Van der Pol oscillator showing the sequence of iterations

6 COMMUNICATIONS FOR NETWORKED CONTROL

A ubiquitous feature of aerial multi-vehicle systems is that they communicate using wireless links.
The rescarch accomplishiments now described are about theory, protocols, and algorithms that are
specifically developed to address the special quality-of-service requirements for communication and
computing in vehicle — and more generally real-time — systems.

6.1 Control-oriented Information Theory

It all the communication links in a distributed control system are of infinite bandwidth and zero
delay then there is no reason to treat the problem as a distributed problem. We can easily construct
a new ceniralized controller with links to all the plants. If the channels are finite bandwidth then
thought has to he put into what signals we want to send across them.

These cominunication links can be noisy, have delays, and drop signals. TFurtherinore, they may
have memory. ‘I'hus these communication channels can be considered to be plants themselves. The
channel encoders and channel decoders can be considered to be controliers. By viewing channels as
plants and cncoders and decoders as controllers we are able to unify the diflerent components of the
distributed system.

A very important part of this program has been the development of a4 unified theory of commu-
nication and control. In some sense, this requires a unification of the theory of partially-observed
stochastic control with information theory. There is a significant difficulty herc since the main
theorem of Information Theory, the Noisy Channel Coding Theorem, which states that reliable
communication in the sense that the probability of error goes to zero, can he achicved if the rate of
communication across the channel is less than the capacity and otherwisc does not require infinite
delay to realize this performance. In problems of control where the system to be controlled is unsta-
ble and sensors and actuators are linked to controllers through noisy conmmnunication channels, large
delays can clearly not be tolerated. In the two part paper [127, 129], a fundamental investigation
of these questions has been undertaken. Tt turns out that Channel Capacity as defined by Shannon
does not capture the fundamental limitation of interconnected control and communication systems.
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A different notion of reliability—anytime veliability—which captures the fact that the decoder has to
act faster than the instability of the system, is needed to provide nceessary and suflicient conditions
for stabilization to be possible. One of the [undamental conditions of this paper is that the control
problem of stabilization is equivalent to a certain communication requirement across the feedback
loop.

The problem of stabilization is in some sense a universal problem of control in the same way as
digital communication, in the sense of Shannon, is a universal problem. If additional performance
requirements arc imposed on the control system then control problems will not reduce to com-
munication problems. Energy considerations will come into the picture and the tradeoff between
transpiring cnergy as well as information across the feedback loop needs to be understood. This is
a subject of my current rvesearch.

In a related paper [153], the analogue of LQG control when the sensor and controller is linked
via an Additive White Gaussian Channel is studied. Linear stochastic control systeins are examined
when there is a communication channel connecting the sensor to the controller. The problem consists
of designing thc channel encoder and decoder as well as the controller to satisfy some given control
objectives. In particular, the role communication has on the classical 1.QG problem is examined.
Conditions under which the classical separation property between estimation and control holds
and the cartainty equivalent control law is optimal are given. Then the sequential rate distortion
framework is presented. The bounds on the achievable perforinance are presented and the inherent
tradeofts belween control and communication costs are shown. In particular, it is shown that optimal
quadratic cost decomposes into two terms: a full knowledge cost and a scquential rate distortion
cost.

T rvelated work [128], we examine an estimation problem where an unstable source signal is to be
estimated by appropriate coding and decoding when the signal is transmitted over a Noisy Channel.

Our understanding of information in systems has been based on the foundation of memoryless
processcs. Iixtensions to stable Markov and auto-regressive processes ave classical. Berger proved
a source coding theorem for the marginally unstable Wiener process, but the infinite-horizon expo-
nentially unstable case had been open since Grays 1970 paper. There werc also no theorems showing
what is needed to transport such processes across noisy channels.

In this work, we give a fixed rate source coding theorem for the infinite-horizon problem of coding
an exponentially unstable Markov process. The encoding naturally results in two distinet bitstreams
that have qualitatively different QoS requircments for subscquent transport over a noisy medium.
The first stream captures the information that is accumulating within the nonstationary process
and requires sullicient anytime reliability on the part of any channel used to transport the process.
The sccond part of the source-code captures the historical information that dissipates within the
process and is cssentially classical. A converse demonstrating the fundamentally layered nature of
such sources is given by means of information-embedding ideas.

There are connections of this work with the new Information and entropy flow picture of Kalman
filtering [100] and more generally nonlinear filtering where the filter stores the minimal amount of
information necessary to interpret the present and future behavior of the state and dissipates histor-
ical information at an optimal rate governed by the Fisher information related to the observations.
Contributions also appear in [152, 151].

6.2 Control with Limited Information: Deterministic Systcins

We have also been working towards developing a comprehensive theory of nonlincar control with
limited information. The type of scenario we have in mind is where the plant and the controller
are exchanging information with each other and, due to communication or sccurity constraints, this
information is very restricted: coarsely quantized, infrequently updated. delayed. and so on. The
main guestions then are, how much information is really necessary for control, and what the control
law should he (in particular, what robustness properties it should have). Traditional control theory
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which assumes perfect and instantaneous signal transmission is inadequate for this task. However,
the noulinear system theory tools that we have been developing can be used to study robustness to
errors such as those arising from incomplete information.

In the paper [77], we considered the problem of stabilizing a linear time-invariant system using
sampled encoded measurements of its state or output. We derived a relationship between the number
of values taken by the encoder and the norm of the transition matrix of the open loop system over
one sampling period, which guarantees that global asymptotic stabilization can be achieved. A
coding scheme and a stabilizing control strategy were described explicitly.

In the paper [80], we extended the framework of [77] to nonlinear dynamics. \Ve demonstrated
that global asyniptotic stabilization is possible if a suitable relationship holds between the number of
values taken by ithe encoder, the sampling period, and a system parameter, provided that a feedback
law achicving input-to-state stability (ISS) with respect to measurement crrors can be found. The
issue of relaxing the latter condition was also studied, and has subsequently led to the work in [56]
which we described in Section 5.6.1.

The paper [76] was concerned with global asymptotic stabilization of continuous-time systems
subject to dynamic quantization. A hybrid control strategy originating in our carlier work relies
on the possibility of making discrete on-line adjustments of quantizer paramecters. We explored
this method for general nonlincar systems with gencral types of quantizers affecting the state of
the system, the measured output, or the control input. The analysis involves merging tools from
Lyapunov stability, hybrid systems, and input-to-state stability.

In [12] state quantization schemes for feedback stabilization of countrol systeins with limited
information is investigated, with the focus on designing the least destabilizing quantizer subject to
a given information constraint. We explored several ways of measuring the destubilizing effect of
a quantizer on the closed-loop system, including (but not limited to) the worst-case quantization
error. In cach case, we showed how quantizer design can be naturally reduced to o version of the
so-called multicenter problem from locational optimization. Algorvithins for obtaining solutions to
stuch problems, all in terms of suitable Voronoi quantizers, were discussed. In particular, an iterative
solver was developed for a novel weighted multicenter problem which most accurately represents the
least destabilizing gquantizer design. Simulation studies were also presented.

In the paper [79] we demonstrated that a unified study of quantization and delay effects in non-
lincar control systems is possible by merging our quantized feedback control methodology with the
stall-gain approach to the analysis of [unctional differential cquations with disturbances proposed
carlier by Tecl. We proved that under the action of a robustly stabilizing fecedback controller in the
presence of (uantization and time delays satisfying suitable conditions, solutions of the closed-loop
system starting in a given region remain bounded and eventually enter a smaller region. 'We pre-
sented several versions of this result and showed how it enables global asymptotic stabilization via
a dynaniic quantization strategy.

I the recent work [81], we consider the problem of achieving input-to-state stability (ISS) with
respeet to external disturbances for control systems with linear dynamics and quantized state mea-
surements. Quantizers considered in this paper take finitely many vahies and have an adjustable
“yoom” paramcter. Building on an approach applied previously to systems with no disturbances
in [76]. we developed a control methodology that counteracts an unknown disturbance by switching
repeatedly hetween “zooming out” and “zooming in”. Two specific control strategics that yield ISS
were presented. The first one is implemented in continuous time and analyzed with the help of
a Lvapunov function, similarly to earlier work. The second strategy incorporales time sampling,
and its analysis is novel in that it is completely trajectory-based and utilizes a cascade structure
of the closed loop hybrid system. We learned that in the presence of disturbances, time-sampling
implementation requires an additional modification which has not been considerced in previous work.
Tu [180] input-output stahilization is considered in an £, context and explicit channel conditions and
an algorithm are provided f{or stabilization.

[n [179] decentralized stabilization is considered with finite bandwidth constraints, and sufficient
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conditions are provided on the link bandwidths for system stabilization.

6.3 Delay Aware Wireless Networks

Because the cost of even single latencies, if sufficiently large, can be catastrophic in multi-vehicle
applications, part of the program has targeted wireless systems that are aware and adapt to trans-
mission delays.

6.3.1 TFundamental delay bounds

In [103] we developed a fundamental tradeoff between network throughput and delay in a mobile
wircless network [103]. Using a simple node mobility model and a cell partitioned nctwork structure,
we establish that the ratio of delay to throughput must be greater than the number of nodes, N,
in the network (i.e., delay/throughput 7 O(N)). We also developed algorithms that reduce delays
in the network by sending redundant packets along multiple paths. This relatively recent work has
already been cited extensively and served as the basis for much research in the ficld. This work is
significant in that it establishes basic performance limits for wireless networks.

6.3.2 Transmission scheduling schemes for time-critical data

In [176] we developed transmission scheduling schemes for meeting deadline constraints over a time
varying wireless channel. Such deadline constraints are critical for military connmand and con-
trol communications and are generally difficult to meet in a wireless environment due to channel
fluctuations. Our algorithms minimize energy consumption while at the same time meeting the
deadlinc constraints. Using techniques from Dynamic Programming, our algorithms minimize en-
ergy consumption for transmitting data with deadline constraints by opportunistically scheduling
transinissions at times that the channel is relatively good. Moreover, we developed a novel approach
to energy efficient transmission scheduling with general Quality of Service (QoS) requirements [176].
Our approach uses cumulative curves to describe data arrivals, departures, and QoS requirements.
Energy efficiency is achieved by spreading the data transmission over time to exploit the convexity
of the relationship between power and data rate and further, by opportunistically adapting to the
channel variations. We obtain minimum energy transmission policies for meeting a wide range of
service requirements, such as delay constraints, buffer limitations, and the transmission of real-time
data (c.g., voice or video).

Tn [177] we formulate the problem of minimizing the energy consumption subject to the deadline
constraint as a continuous-time optimal control problem and obtain an analytical solution to the
optimal transmission rate. Moreover, using a simple decomposition approach we are able to extend
our optimal solution to include the consideration of multiple packet arrivals and variable deadline
constraints (i.c., different deadlines for each packet) [178].

6.3.3 Wardrop routing

Routing protocols for multi-hop wireless networks have traditionally used shortest-path routing to
obtain paths to destinations, and do not consider traffic load or delay as an explicit factor in the
choice of routes. We have formally established that if the number of sources is not too large, then it
is possible to construct a perfect flow-avoiding routing, which can boost the throughput provided to
each user over that of shortest-path routing by a factor of four when carvier sensing can be disabled,
or a factor of 3.2 otherwise [114]. We have also designed a multi-path, load adaptive routing protocol
that is generally applicable even when there are more sources. The protocol converges to 2 Wardrop
eqnilibrium, defined as one where all utilized paths from a source to destination have the same delay,
which is less than that over all unutilized paths [112, 113]). We have also addressed the architectural
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challenges confronted in the software implementation of a multi-path, delay feedback based, proba-
bilistic routing algorithm. Our routing protocol is (i) completely distributed, (ii) antomatically load
balances flows, (iii) uses multiple paths whenever beneficial, (iv) guarantees loop-free paths at every
time instant even while the algorithm is still converging, and (v) is elegantly implementable in the
opcrating system kernel.

6.4 Synchronization of Clocks in Wireless Systems

In many cooperative missions agents require a common notion of time by which to synchronize
events. We have several achievements on creating such a common clock, and an algorithm that to
the PIs’ knowledge is the best currently available.

Fundamental limnitations on clock synchronization in networks We have determined fun-
damental impossibility results on clock synchronization in wireline or wireless networks, and sharply
characterizes what is what is not feasible [45]. Consider a network of n nodes with affine clocks, with
one node designated as a reference. Bach other node’s clock is described by a skew (relative speedup
with respect to the reference clock), and an offset at time 0 (say) with respect. to the reference
clock. In order to establish impossibility results, we allow for noiseless communication of messages,
that may contain any information that the transmitting node knows about or from current or past
packets that it has sent or received. The synchronization problem consists of cstimating all the
unknown paramecters, skews and offsets of all the clocks, as well as the delays of all the commu-
nication links. All unknown parameters are assumed to be time-invariant, for sharply delineating
impossibility results.

We have proved that the estimation of all unknown parameters is impossible. \We show that all
nodal skews, as well as all round-trip delays between every pair of nodes, can be estimated correctly.
However. the veclor of unknown link delays and clock offsets can only be determined up to an
(n = 1)-dimensionual subspace. Tach degree of freedom in this subspace corresponds exactly to the
offsct of one of the (1 — 1) clocks with respect to the reference clock. On the posiiive side, we have
shown that cvery transmitting node can predict precisely the time indicated by the receiver’s clock
at Lthe instant it receives the packet.

1f we further invoke causelity, that packets cannot be received before they are transmitted, the
uncertainty set can he reduced to a polyhedron in R*~!. We have provided necessary and sufficient
conditions on the network topology for the polyhedron to be compact and have a non-empty interior.

We have further studied the problem of receiver-receiver synchronization, where only receipt
times are available, but no time-stamping is done by the sender. We have shown that all nodal
skews can still be estimated correctly, but delay dilferences between neighboring communication
links with a common sender can only be characterized up to an affine Lransformation of the (n —1)
unknown offsets. Moreover, causality does not help; the uncertainty set remains as a translate of
Rt

We have also investigated structured models for link delays as the sum of a transmnitter-dependent
delay, a receiver-dependent delay, and a propagation delay, where the latter is known, e.g., via GP8
position information. We have identified conditions on the transmission and reception delays which
permit a unique solution, and conditions under which the number of the vesidual degrees of freedom
is a constant independent of network size.

Synchronization algorithm We have developed a distributed algorithm to achicve accurate clock
synchronization in large nultihop wireless networks [146]. The central idea is to cxploit the large
number of global constraints that have to be satisfied by a common notion of time in a multihop
network. Tf) at a certain time, Oy is the clock offset between two neighboring nodes 7 and j, then
for anv loop 41,49, 5, .. iy, dng1 = 41 in the multihop network, these offsets must satisfy the global
constraint Z'Lf;l Oiiv ., = 0. Noisy estimates O,7 of Oy are usually arrived at by bilateral exchanges



of timestamped messages or local broadcasts. By imposing the large number of global constraints for
all the loops in the multihop network, these estimates can be smoothed and made more accurate. We
have designed a fully distributed and asynchronous algorithm to exploit all these global constraints.
It funciions by simple asynchronous broadcasts at each node. Changing the time reference node for
synchronization is also easy, consisting simply of one node switching on adaptation, and another
swilching it off. The algorithm has been implemented on a Berkelev Motes testbed of hundred
nodes, and comparative cvaluation against a leading algorithm has been performed.

6.5 Performance in Mobile Wireless Systems

Strong research results have been obtained on efficient utilization and deployment of mobile wireless
resources.

6.5.1 Optimal flow control scheme for maximizing network throughput and utility

Tn [104] we developed a novel flow control algorithm for maximizing network utility in heterogeneous
netwarks that include both wireless and wired components. Our algorithm decides when to admit
packets into the network based on network layer queue information and does not require knowledge
of traflic or channcl statistics. We show that when used in conjunction with the routing and power
allocation scheme in [105] (also developed under this project) our algorithm maximizes network
utility (e.g., throughput); even when the network is overloaded. The above result. is significant in
that it solves the importaut problem of optimally controlling a stochastic network when the traffic
exceeds the networks capacity. This novel flow control algorithm is very simple to implement in a
distributed manner and can be applied to a wide range of commercial and military communication
svstems such as mobile networks (for command and control) and hybrid networks that include wired
and wireless components.

6.5.2 Joint routing and power allocation for wireless networks

In [105] we develop an optimal routing and power allocation strategy for wircless networks with
timie varving channel conditions and mobile nodes. Our algorithm is optimized across the physical,
medium access and network layers. We show that the physical layer power allocation decisions
should be made taking network layer quene backlog information. Qur routing strategy also makes
routing decisions based solcly on queue backlog information at the different nodes. In so doing,
our optimal routing and power allocation strategy requires minimal signaling overhead (all that
needs to be exchanged between nodes and across layer are the queue backlog information). An
important feature of our optimal algorithm is that routing and power allocation decisions can be
made without knowledge of the traffic statistics or channel statistics; but only based on the queue
backlog informmation.

6.5.3 Randomized algorithms for distributed network control

In [101] we developed a novel framework for distributed scheduling in wireless networks using ran-
domized algorithms. A major challenge in the design of wireless networks is the necd for distributed
scheduling algorithims that will efficiently share the common channel. Recently, a few distributed
scheduling algorithims for networks with different interference constraints have been presented. In
networks with primary interference constraints these algorithms guarantee 50% of the maximum
possible throughput; and even lower throughput values are achieved under more general interfer-
ence constraings. In [101] we preseuted the first distributed scheduling framework that guarantees
nmaximwn (100%) throughput. It is based on a combination of a distributed randomized matching
algorithtn and an algorithm that compares and merges successive matching solutions. We showed
that if the matching and compare algorithms satisfy simple conditions related to their performance
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and to the inaccuracy of the comparison, the framework attains 100% throughput. We showed that
the complexities for a chieving 100% throughput are comparable to those of the algorithms that
achieve 50% throughput. This work received the Best Paper Award at the ACN SIGMETRICS
2006 conference. In [43] we extended the framework to general interference constraints and in [42]
to overall utility maximization (as opposed to throughput).

6.5.4 Maximizing network throughput via partitioning

In [9] we developed a novel partitioning approach for maximizing throughput in a wireless network
using distributed scheduling. Our approach is based on a new concept of local pooling whereby
networks that satisfv local pooling conditions can achieve 100% throughput using distributed greedy
scheduling algorithms. We show that certain classes of graphs, and in particular irees, satisfy this
local pooling conditions and are amenable to distributed scheduling. We then partition the network
into multiple trec-based subnetworks; where each subnetwork operates on a separate channel. The
resulting network, consisting of independent trees can use greedy maximal matching-based scheduling
algorithms Lo achieve high throughput efficiency.

6.5.5 Transmission scheduling for MIMO channels

In {37] we study (he problem of efficient scheduling of transmissions to users on a broadcast channel;
where the transmitted is equipped with M transmit antennas and each of the rcceivers is equipped
with a single antenna. Tt is well known that a technique called dirty paper coding. can achieve the
capacity of the wireless broadcast channel. However, this requires full knowledge of the channel
state information for all users; something that is not practical for most systems of interest. Hence
we consider limited feedback schemes whereby we transmit only to a suitably chosen subset of the
users. \We show that if we only consider a subset of L strong users (i.e., users with high channel
gains) and transmit to a subset of M of the L users (where M is the number of antenna elements),
then the achieved data rate is asymptotically close to the channel capacity. ITence. we demonstrate
that full utilization can be achieved by a simple feedback scheme that does not require knowledge
of the channel state of all of the uscrs. )

6.6 Iuncrcasing Reliability in Cooperative Routing

Cooperative routing takes advantage of the inherent redundancy of wireless networks to increase
network reliability [39]. Tirst, the broadcast nature of wircless communications allows nodes to
overhear a message thut is not intended for them. These nodes can help relay that message to its
destination and hence increase network reliability. The receiver, node can combine transmissions
from multiple relay nodes to further increase reliability (or alternatively reduce energy consumption).
This approach breaks with the traditional layered approach to networking wherchy routing is done
solely at the network layer. Tnstead, with this new approach routing is done across both the network
and the physical layer. One way to view this approach is as an extension of the advanced physical
layer MINIO techniques to the network layer where each node acts as an antenna and several nodes
collaborate to provide many of the same benefits including diversity, range extension, and improved
link quality to the network layer. In [59] we developed cooperative routing schemes {or static wireless
networks and demonstrated that approximately 50% energy savings can be achieved via cooperative
routing.

\We then extend this approach to a wireless fading channel in [60] where we study the problem of
communication reliability and diversity in multi-hop wireless networks. To that end, we adopt the
outage probability model for a fading channel to develop a probabilistic model for a wircless link. This
model establishes a refationship between the link reliability, the distance between communicating
nodes and the transmission power. Applying this probabilistic model to a multi-hop network setting,
we define and analyze the end-to-end route reliability and develop algorithms for finding the optimal
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route between a pair of nodes. The idea of route diversity is introduced as a way to improve the end-
to-end route relinbility by taking advantage of the wireless broadcast property, the independence of
fade state hetween different pairs of nodes, and the space diversity created by multiple relay nodes
along the route. Our resulls suggest that route diversity can fundamentally change the tradeoff
between reliability and power in a multi-hop network.
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